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#### Abstract

Parameter identification of quantum systems is a fundamental task in developing practical quantum technology. In this article, we study the identification of time-varying decoherence rates for open quantum systems. Given the measurement data of local observables, this can be formulated as an optimization problem. We expand the unknown decoherence rates into Fourier series and take the expansion coefficients as optimization variables. We then convert it into a minimax problem and apply a sequential linear programming technique to solve it. Numerical study on a two-qubit quantum system with a time-varying decoherence rate demonstrates the effectiveness of our algorithm.
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## I. INTRODUCTION

In the past two decades, quantum information technology made significant progresses in a variety of fields such as quantum communication [1], quantum computation [2], quantum simulation [3], and quantum precision measurement [4]. In many of these applications, a fundamental question is to obtain accurate dynamical models of the underlying quantum systems as well as the environments with which they interact. For example, in quantum computation, accurate models are required to generate high-fidelity quantum operations. In quantum control, the knowledge of system models has direct impact on the system performance [5].

For a closed quantum system that has no interaction with the environment, its dynamics are entirely determined by the Hamiltonian, and thus, the system identification is all about Hamiltonian parameters' estimation [6]. In [7], the identifiability of a closed quantum system has been studied, that is, how much knowledge can be attained from the system. A tomography method has been extensively used to obtain the Hamiltonian of a chain of interacting spins [8]. The work in [9] utilizes the time traces of observable measurements to identify Hamiltonian parameters, and the corresponding
identifiability problem is then studied in [10] and [11]. The work in [12] proposes an effective two-step optimization algorithm and shows that it has low computational complexity.

In reality, a quantum system usually interacts with its surroundings and, thus, is subject to an inevitable environment. These types of systems are called as open quantum systems. In many open quantum systems, the dynamics can be described by a Markov approximation, namely, the interaction time is so short that the information flows from the system to the environment in a unidirectional manner [13]. The identifiability of Markovian quantum systems has been studied in [15]. The work in [16] proposes a dynamical identification approach by using quantum trajectory. In [17], an algorithm is developed to estimate system parameters from a temporal record of measured data. The work in [18] applies continuous measurement methods to identify system structure.

In some other open quantum systems, when a time-scale separation between the system and the environment is not possible, the information can flow from the environment back into the system, which results in a non-Markovian open quantum system [13], [14]. Solid-state physics is a broad arena, where open quantum systems exhibiting


FIGURE 1. Composite quantum system consisting of a subsystem $S$ and its surrounding environment $E$.
non-Markovian effects may appear [19]. To develop an accurate but efficient description of the system-environment interaction that goes beyond the Markov approximation, nonMarkovian generalization of the Lindblad equation has been discussed in [13] and [29]. The work in [20] uses the system responses to an ensemble of measurements to identify the noises. In [21], a direct gradient algorithm has been developed to identify the non-Markovian environment for spin chains by time-local master equations. Other parameter estimation algorithms for quantum dynamics were proposed in [22]-[24].

The time-varying decoherence rates are important to understand the correlations of environments for Markovian and non-Markovian open quantum systems [21], [46]. In addition, we can measure the non-Markovianity of open quantum systems from time-varying decoherence rates [29], [30], which can give insights into the nature of non-Markovian effects.

In this article, we study the estimation of time-varying decoherence rates for open quantum systems. More specifically, we assume that we have access to local observable measurements and consider the case when the environment is characterized by time-varying decoherence rates. By expanding them in Fourier series, we formulate the identification into an optimization problem with Fourier expansion coefficients as optimization variables. We further transform it into a minimax problem and apply the sequential linear programming technique to solve it efficiently. A numerical study on a two-qubit quantum system with one decoherence rate demonstrates the efficacy of our algorithm.

The rest of this article is organized as follows. In Section II, a class of open quantum systems and its dynamic models are described. The identification problem is formulated in Section III. Section IV presents an identification algorithm based on sequential linear programming proposed to solve the parameter estimation problem of open quantum systems. Numerical examples are presented and the performance of the identification algorithm is compared in Section V. Section VI concludes this article.

## II. BACKGROUND AND PRELIMINARIES

Consider a composite quantum system, as shown in Fig. 1, which consists of a quantum subsystem $S$ and its surrounding environment $E$. In particular, $S$ is the physical system under
investigation, e.g., a qubit network. This can be used to describe a wide range of applications in quantum information technology, e.g., spin wire that enables quantum state transfer [25]. We now briefly introduce the procedure to derive the dynamics of $S$ [26].

The physical state of the composite system can be described by a density operator $\rho_{s e}(t)$, which is a positivesemidefinite Hermitian matrix with unity trace. This is a closed system, and its dynamics is governed by the von Neumann equation

$$
\begin{equation*}
\frac{d}{d t} \rho_{s e}(t)=-i\left[H(t), \rho_{s e}(t)\right] \tag{1}
\end{equation*}
$$

where $i=\sqrt{-1},[A, B]=A B-B A$, we set $\hbar=1$, and $H(t)$ is the Hamiltonian and given by

$$
H(t)=H_{s}(t) \otimes I_{e}+I_{s} \otimes H_{e}(t)+H_{I}(t)
$$

Here, $H_{s}(t)$ is the Hamiltonian for the subsystem $S, H_{e}(t)$ is the Hamiltonian for the environment $E, H_{I}(t)$ is the interaction Hamiltonian between the subsystem $S$ and the environment $E, I$ is the identity matrix, and $\otimes$ denotes the tensor product.

The physical state of $S$ can be described by a reduced density operator $\rho_{s} \in \mathbb{C}^{N \times N}$, which is also a positivesemidefinite Hermitian matrix with unity trace, and it can be obtained from $\rho_{s e}$ as $\rho_{s}=\operatorname{Tr}_{s} \rho_{s e}$, where $\operatorname{Tr}_{s}$ is an operation known as the partial trace [2].

By employing the time-convolutionless projection operator technique [27], [28], we obtain that the dynamics of $\rho_{s}$ can be approximated by the following time-local quantum master equation [29]:

$$
\begin{align*}
\dot{\rho}_{s}= & \mathcal{L} \rho_{s}=-i\left[H_{s}(t), \rho_{s}\right]+\mathcal{L}_{D} \rho_{s} \\
= & -i\left[H_{s}(t), \rho_{s}\right] \\
& +\frac{1}{2} \sum_{j, l=1}^{N^{2}-1} r_{j l}(t)\left(\left[L_{j}, \rho_{s} L_{l}^{\dagger}\right]+\left[L_{j} \rho_{s}, L_{l}^{\dagger}\right]\right) \tag{2}
\end{align*}
$$

where $\mathcal{L}_{D}$ is the Lindblad generator, $r_{j l}(t)$ are the timevarying decoherence rates that characterize the environment and $\bar{r}_{j l}(t)=r_{l j}(t)$, and $\left\{i L_{j}\right\}$ is an orthonormal basis for the Lie algebra $\mathfrak{s u}(N)$, i.e., $L_{j}=L_{j}^{\dagger}$ with $\dagger$ denoting conjugate transpose. In the following sections, $\rho(t)$ refers to $\rho_{s}(t)$.

From (2), we can form the decoherence matrix $R$ as

$$
\begin{equation*}
R=\left\{r_{j l}(t)\right\}_{j, l=1}^{N^{2}-1} \tag{3}
\end{equation*}
$$

Because $R$ is Hermitian, it can be diagnolized as $R=U \Lambda U^{\dagger}$. We can also write it in the component form

$$
\begin{equation*}
r_{j l}(t)=\sum_{k} U_{j k}(t) \Delta_{k}(t) U_{l k}^{\dagger}(t) \tag{4}
\end{equation*}
$$

where $\Delta_{k}(t)$ are the eigenvalues of $R$ and often referred as canonical decoherence rates.

Now, the environment $E$ is called Markovian if $\Delta_{k}(t)$ are nonnegative throughout the whole time evolution [29]. This
results in that the distinguishability between any two arbitrary initial states of $S$ decreases over the time. In the information interpretation, it indicates that the information flows from the system $S$ to the environment $E$ continuously, and there is no information flowing from $E$ back to $S$ [26]. This is the memoryless effect that is consistent with the definition of Markovian in the classical case.

On the other hand, the environment $E$ is called nonMarkovian if there exists some time instant $t$ at which $\Delta_{k}(t)$ is negative [29]. This, in turn, indicates that the distinguishability between any two arbitrary initial states of $S$ might increase, and there may exist information flowing from $E$ back to $S$. This is the memory effect, and it is also consistent with the definition of non-Markovian in the classical case. For more details, see [13] and [26].

## III. PROBLEM FORMULATION

In this article, we assume that the Hamiltonian $H_{s}$ is known and time independent, and we are interested in identifying the time-varying decoherence rates $r_{j l}(t)$ from the measurement data of the quantum system as it evolves.

Introducing a coherence vector

$$
x(t)=\left[\begin{array}{c}
x_{1}(t) \\
\cdots \\
x_{N^{2}-1}(t)
\end{array}\right]
$$

we can obtain a linear differential equation characterizing the complete quantum dynamics [21]

$$
\begin{equation*}
\dot{x}(t)=A(t) x(t)+b(t) \tag{5}
\end{equation*}
$$

where the $j$ th component of $x(t)$ is the expectation of the observable $L_{j}$, namely, $x_{j}(t)=\operatorname{Tr} L_{j} \rho(t)$, where $L_{j}$ is the same as (2). The detailed procedure of deriving $A(t) \in$ $\mathbb{R}^{\left(N^{2}-1\right) \times\left(N^{2}-1\right)}$ and $b(t) \in \mathbb{R}^{\left(N^{2}-1\right)}$ from (2) can be found in [31] and [32]. Denote $\operatorname{Re}(x)$ as the real part of $x$ and $\operatorname{Im}(x)$ as the imaginary part of $x$. From [31] and [32], the $u v$ th element of the matrix $A(t) \in \mathbb{R}^{\left(N^{2}-1\right) \times\left(N^{2}-1\right)}$ can be calculated as $A_{u v}=Q_{u v}+R_{u v}$, where

$$
\begin{align*}
Q_{u v}= & \sum_{l=1}^{N^{2}-1} C_{l v u} h_{l} \\
R_{u v}= & -\frac{1}{4} \sum_{\substack{j, l, m=1 \\
(j \leq l)}}^{N^{2}-1}\left(2-\delta_{j l}\right) \operatorname{Re}\left(r_{j l}(t)\right)\left(C_{j m u} C_{l m v}+C_{l m u} C_{j m v}\right) \\
& +\frac{1}{2} \sum_{\substack{j, l, m=1 \\
(j<l)}}^{N^{2}-1} \operatorname{Im}\left(r_{j l}(t)\right)\left(C_{l m u} d_{j m v}-C_{j m u} d_{l m v}\right) \tag{6}
\end{align*}
$$

and the $u$ th element of $b \in \mathbb{R}^{N^{2}-1}$ is

$$
\begin{equation*}
b_{u}=-\frac{2}{N} \sum_{\substack{j, l, m=1 \\(j<l)}}^{N^{2}-1} \operatorname{Im}\left(r_{j l}(t)\right) C_{j l u} \tag{7}
\end{equation*}
$$

All the structure constants $C_{j l m}$ and $d_{j l m}$ are real following from the Lie structure and the hermiticity of the decoherence matrix $R$ and $h_{l}$ are from the specific Hamiltonian [31], [32]. The explicit form of $C_{j l m}$ and $d_{j l m}$ can be found in [32, Appendix A.1] for $\mathfrak{s u}(2), \mathfrak{s u}(3)$, and $\mathfrak{s u}(4)$ for given basis, and we also give these structure constants of $\mathfrak{s u}(4)$ in Appendix B. Note that because the decoherence rates $r_{j l}(t)$ are time varying, both $A(t)$ and $b(t)$ are time-varying real matrices [21].

In physical experiments, we can measure the expectation values of certain observables, e.g., local observables in a qubit network are frequently tracked as a function of time. These expectations can be expressed by a linear combination of the coherence vector $x$ and, thus, can be written as

$$
\begin{equation*}
y(t)=c x(t) \tag{8}
\end{equation*}
$$

where $c$ is a time-independent matrix with $N^{2}-1$ columns. Equations (5) and (8) completely describe the dynamics of a qubit network subject to environments.

The dynamics of the coherence vector $x(t)$ is given in (5). Because it is possible that not all the elements in $x(t)$ are involved in the time evolution of the measured observable, we may find a reduced dynamical equation. This can be achieved by the following constructive procedure, which is a generalization of the filtration procedure in geometric control theory [33].

Since $x_{j}(t)=\operatorname{Tr} L_{j} \rho(t)$, we define the adjoint generator of dynamics through

$$
\begin{equation*}
\dot{x}_{j}=\operatorname{Tr}\left[L_{j}(\mathcal{L} \rho)\right]=\operatorname{Tr}\left[\left(\mathcal{L}^{\dagger} L_{j}\right) \rho\right] \tag{9}
\end{equation*}
$$

An iterative procedure can then be defined as

$$
\begin{equation*}
G_{0}=\mathcal{M}, \quad G_{i}=\mathcal{L}^{\dagger}\left[G_{i-1}\right] \cup G_{i-1} \tag{10}
\end{equation*}
$$

where $\mathcal{M}$ is the collection of unique basis elements that appear in the expansion of all the measured observables and

$$
\mathcal{L}^{\dagger}\left[G_{i-1}\right]=\left\{L_{j}: \operatorname{tr}\left(L_{j}^{\dagger} \mathcal{L}^{\dagger} g\right) \neq 0, \text { where } g \in G_{i-1}\right\}
$$

That is, at each iteration, we compute the adjoint evolution of each of the elements of $G_{i-1}$, and if the result has nonzero inner product with a basis element not already in $G_{i-1}$, this basis element is added to $G_{i}$. Since the dynamical system is finite dimensional, this iteration will saturate at a maximal set $\bar{G}$ after finite steps, which is referred as accessible set in [17]. More discussion about how to generate accessible sets can be found in [34].

This leads to a reduced dynamical equation

$$
\begin{align*}
\dot{\tilde{x}}(t) & =\tilde{A}(t) \tilde{x}(t)+\tilde{b}(t) \\
y(t) & =\tilde{c} \tilde{x}(t) \tag{11}
\end{align*}
$$

where $\tilde{A}(t), \tilde{b}(t)$, and $\tilde{c}$ are submatrices of $A(t), b(t)$, and $c$, respectively. This filtration procedure is important because it can significantly reduce the dimension of the quantum systems, as shown in [9], [10], and [17].

## IV. IDENTIFICATION ALGORITHM

Our objective is to use the time traces of the measured observable expectation values to estimate the unknown timevarying decoherence rates that characterize the environment.

The estimation setting we consider is as follows. Suppose that we prepare the qubit network at a given initial condition and let this system evolve for a fixed time duration $[0, T]$. We then measure a local observable at regular time instants $k \Delta t$ for some sampling period $\Delta t$ and let $K=T / \Delta t$. After repeating this measurement for multiple times and taking average, we obtain an approximation of the expectation value for the prescribed observable at all the sampling time instants, which is named time traces of system observables. The details of the measurement process can be found in [35]. Denote these measurement results as $y=[y(1), \ldots, y(K)]$. The estimation problem was formulated as an optimization problem in [21]

$$
\begin{equation*}
\min _{r_{j l}(t)} J=\frac{1}{2} \sum_{k=1}^{K}(\hat{y}(k)-y(k))^{2} \tag{12}
\end{equation*}
$$

where $\hat{y}(k)$ are the outputs generated by the estimated decoherence rate $r(t)$ from the dynamical equation (11).

In general, the time-varying decoherence rates $r_{j l}(t)$ are complex, and therefore, $\tilde{A}$ and $\tilde{b}$ depend on both real and imaginary parts of $r_{j l}(t)$. For brevity of presentation, we consider a simplified case when $\tilde{A}$ and $\tilde{b}$ are dependent on a single real decoherence rate $r(t)$. In general, if there are $n$ decoherence rates, we need to identify the real and imaginary parts for each of them, which amounts to $2 n$ functions. As can be seen from later discussion on Fourier decomposition, the computational load grows linearly with number of decoherence rates, and thus, it is straightforward to extend the ensuing identification technique to the multiple $r_{j l}(t)$ case.

We use Fourier series decomposition to express $r(t)$ as a finite summation of harmonics

$$
\begin{equation*}
r(t)=a_{0}+\sum_{m=1}^{M}\left[a_{m} \cos m \omega t+b_{m} \sin m \omega t\right] \tag{13}
\end{equation*}
$$

where $\omega=\frac{2 \pi}{T}$. We do not assume that $r(t)$ is periodic because we only need to identify it in a fixed time duration $[0, T]$. The expansion is truncated at a value $M$, which can be chosen so that most of the energy of decoherence rate stays within the limit $M \omega$. In real physical experiments, there usually exists an upper bound for the significant frequency components in a signal. If such information is known a priori, we may choose $M$ such that the expansion up to the $M$ th order contains the major part of the energy spectrum. If there is no information about the frequency distribution, we can choose a large enough value of $M$ and then verify at a later time.

Note that Fourier series decomposition is widely used in many applications of physical systems. For instance, Niu et al. [36] used Fourier series decomposition to better estimate the total building energy consumption of heating, ventilation, and air conditioning. Chen et al. [37] developed a
general model to characterize multicomponent chirp signals by using Fourier series.

For a given time-varying $r(t)$, there is generally no analytical method to solve (11). To obtain numerical solutions, we use a piecewise constant function to approximate $r(t)$. For simplicity, we use the same time gridding as in the local observable measurements, that is, $K$ equally distributed intervals $\left\{\left[t_{k}, t_{k+1}\right]\right\}_{k=0}^{K-1}$ each of length $\Delta t$ on the time duration $[0, T]$. On each interval $\left[t_{k}, t_{k+1}\right]$, assume that the decoherence rate $r(t)$ takes constant value, which is equal to that on the left boundary $t=t_{k}$ :

$$
\begin{equation*}
r(k)=a_{0}+\sum_{m=1}^{M}\left[a_{m} \cos m k \frac{2 \pi}{K}+b_{m} \sin m k \frac{2 \pi}{K}\right] \tag{14}
\end{equation*}
$$

Therefore, the matrices $\tilde{A}(t)$ and $\tilde{b}(t)$ in (11) become constant matrices $\tilde{A}_{k}$ and $\tilde{b}_{k}$ on the interval $\left[t_{k}, t_{k+1}\right]$, for $k=0,1$, $\ldots, K-1$. The time-varying (11) becomes a time-invariant equation

$$
\begin{align*}
& \dot{\tilde{x}}(t)=\tilde{A}_{k} \tilde{x}(t)+\tilde{b}_{k} \\
& \hat{y}(t)=\tilde{c} \tilde{x}(t), \quad t \in\left[t_{k}, t_{k+1}\right] \tag{15}
\end{align*}
$$

where $\tilde{A}_{k}$ and $\tilde{b}_{k}$ refer to $\tilde{A}\left(t_{k}\right)$ and $\tilde{b}\left(t_{k}\right)$, respectively. The solution of (15) can be obtained as

$$
\begin{equation*}
\tilde{x}_{k+1}=e^{\tilde{A}_{k} \Delta t} \tilde{x}_{k}+\int_{0}^{\Delta t} e^{\tilde{A}_{k} \tau} \tilde{b}_{k} d \tau \tag{16}
\end{equation*}
$$

where $\tilde{x}_{k+1}$ and $\tilde{x}_{k}$ refer to $\tilde{x}\left(t_{k+1}\right)$ and $\tilde{x}\left(t_{k}\right)$, respectively. Now, we can explicitly compute the output from a piecewise constant approximation of $r(t)$, as defined in (14).

Note that the optimization problem (12) uses a least mean square type of cost function, which sums up the difference between the real measurement $y(k)$ and the output $\hat{y}(k)$ generated by an estimated $r(k)$ at all the time instants $t_{k}$ and, thus, makes the optimization algorithm difficult to converge. To effectively estimate the decoherence rate, we transform it into a minimax problem, which instead minimizes the upper bound for all these individual errors. This makes it possible to reduce these errors simultaneously and solve the problem efficiently by using the sequential linear programming technique and, therefore, has smaller computational load and converges faster [38], [39].

Juxtaposing all the coefficients $a_{0}, a_{m}$, and $b_{m}$ into a vector, we obtain

$$
\begin{equation*}
p=\left[a_{0}, a_{1}, \ldots, a_{M}, b_{1}, \ldots, b_{M}\right]^{T} \tag{17}
\end{equation*}
$$

To identify $p$, we need to ensure $K \geq 2 M+1$, and we can obtain the following minimax problem:

$$
\begin{equation*}
\min _{p} \max _{k \in\{1,2, \ldots, K\}} J_{k}(p) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{k}(p)=\frac{1}{2}(\hat{y}(k)-y(k))^{2} . \tag{19}
\end{equation*}
$$

The function $J_{k}$ measures the difference between $y(k)$ and $\hat{y}(k)$, and $\max _{k} J_{k}$ is the maximum error over all the time
instants $\left\{t_{k}\right\}_{k=1}^{K}$. When this maximum error is minimized, we achieve the goal of finding an approximate estimation of the decoherence rate.

Define $\gamma=\max \left\{J_{k}\right\}_{k=1}^{K}$. The minimax problem can be transformed into an equivalent form as

$$
\begin{gather*}
\min _{p} \gamma \\
\text { subject to } J_{1}(p) \leq \gamma, \ldots, J_{K}(p) \leq \gamma \tag{20}
\end{gather*}
$$

Suppose that at the $j$ th step in the iteration, the current estimation of the expansion coefficients $p$ is $p^{j}$. We want to determine a small correction term $\Delta p^{j}$ such that $p^{j+1}=$ $p^{j}+\Delta p^{j}$ will reduce the maximum error. By first-order approximation, we have that

$$
\begin{equation*}
J_{k}\left(p^{j+1}\right) \approx J_{k}\left(p^{j}\right)+\nabla_{p^{j}}^{T} J_{k}\left(p^{j}\right) \Delta p^{j} \tag{21}
\end{equation*}
$$

Here, $\nabla_{p^{j}}^{T} J_{k}\left(p^{j}\right)$ is the gradient of $J_{k}\left(p^{j}\right)$ with respect to $p^{j}$, and it can be calculated as

$$
\begin{equation*}
\nabla_{p^{j}}^{T} J_{k}\left(p^{j}\right)=(\hat{y}(k)-y(k)) \tilde{c} \frac{d \tilde{x}_{k}}{d p^{j}} \tag{22}
\end{equation*}
$$

The analytical procedure to compute $\frac{d \tilde{x}_{k}}{d p^{j}}$ is presented as follows.

Denote the $n$th element of $p$ as $p_{n}$ and we calculate the $n$th element of $\frac{d \tilde{x}_{k}}{d p}$, i.e., $\frac{d \tilde{x}_{k}}{d p_{n}}$. Taking derivatives of both sides of (16) yields

$$
\begin{align*}
\frac{d \tilde{x}_{k+1}}{d p_{n}} & =\frac{d e^{\tilde{A}_{k} \Delta t}}{d p_{n}} \tilde{x}_{k}+e^{\tilde{A}_{k} \Delta t} \frac{d \tilde{x}_{k}}{d p_{n}} \\
& +\int_{0}^{\Delta t} \frac{d e^{\tilde{A}_{k} \tau}}{d p_{n}} d \tau \tilde{b}_{k}+\int_{0}^{\Delta t} e^{\tilde{A}_{k} \tau} d \tau \frac{d \tilde{b}_{k}}{d p_{n}} \tag{23}
\end{align*}
$$

and the initial condition is $\frac{d \tilde{x}_{0}}{d p_{n}}=0$. It is clear that the gradient at time instant $t_{k}$ depends only on gradient at the previous time instant $t_{k-1}$.

In this iterative calculation, we need to determine three terms, namely,

$$
\frac{d e^{\tilde{A}_{k} \Delta t}}{d p_{n}}, \quad \int_{0}^{\Delta t} \frac{d e^{\tilde{A}_{k} \tau}}{d p_{n}} d \tau, \text { and } \frac{d \tilde{b}_{k}}{d p_{n}} .
$$

Note that $\tilde{A}(t)$ and $\tilde{b}(t)$ are submatrices of $A(t)$ and $b(t)$, respectively. For the simplified case of $r(k)$ under investigation, we can write

$$
\begin{align*}
\tilde{A}_{k} & =\tilde{Q}_{0}+r(k) \tilde{R}_{0} \\
\tilde{b}_{k} & =r(k) \tilde{b}_{0} \tag{24}
\end{align*}
$$

Rewrite (14) as $r(k)=p^{T} d^{k}$, where

$$
d^{k}=[1 \cos k \ldots \cos M k \sin k \ldots \sin M k]^{T}
$$

Denote the $n$th element of $d^{k}$ as $d_{n}^{k}$. Now, we can rewrite (24) as

$$
\begin{align*}
& \tilde{A}_{k}=\tilde{Q}_{0}+p^{T} d^{k} \tilde{R}_{0}=\tilde{Q}_{0}+\sum_{n=1}^{2 M+1} p_{n} d_{n}^{k} \tilde{R}_{0} \\
& \tilde{b}_{k}=p^{T} d^{k} \tilde{b}_{0}=\sum_{n=1}^{2 M+1} p_{n} d_{n}^{k} \tilde{b}_{0} \tag{25}
\end{align*}
$$

To evaluate the derivative of a matrix exponential function with respect to a vector, we need the following formula [40]:

$$
\begin{equation*}
\left.\frac{d}{d x} e^{(A+x B) t}\right|_{x=0}=\int_{0}^{t} e^{A v} B e^{-A v} e^{A t} d v \tag{26}
\end{equation*}
$$

Now, the first term $\frac{d e^{\tilde{A}_{k}} \Delta t}{d p_{n}}$ can be obtained as

$$
\begin{equation*}
\frac{d e^{\tilde{A}_{k} \Delta t}}{d p_{n}}=d_{n}^{k} \int_{0}^{\Delta t} e^{\tilde{A}_{k} v} \tilde{R}_{0} e^{-\tilde{A}_{k} v} d v \cdot e^{\tilde{A}_{k} \Delta t} \tag{27}
\end{equation*}
$$

The second term $\int_{0}^{\Delta t} \frac{d e^{\tilde{A}} k^{\tau}}{d p_{n}} d \tau$ is

$$
\begin{equation*}
\int_{0}^{\Delta t} \frac{d e^{\tilde{A}_{k} \tau}}{d p_{n}} d \tau=d_{n}^{k} \int_{0}^{\Delta t} \int_{0}^{\tau} e^{\tilde{A}_{k} v} \tilde{R}_{0} e^{-\tilde{A}_{k} v} d v \cdot e^{\tilde{A}_{k} \tau} d \tau \tag{28}
\end{equation*}
$$

And the third term $\frac{d \tilde{b}_{k}}{d p_{n}}$ is straightforward

$$
\begin{equation*}
\frac{d \tilde{b}_{k}}{d p_{n}}=d_{n}^{k} \tilde{b}_{0} \tag{29}
\end{equation*}
$$

We then apply a sequential linear programming algorithm as follows.

1) Choose an initial guess of the Fourier coefficient vector $p_{0}$.
2) At the $j$ th iteration, compute $J_{k}\left(p^{j}\right)$ and $\nabla_{p^{j}}^{T} J_{k}\left(p^{j}\right)$;
3) Determine the increment $\Delta p^{j}$ from the following linear programming problem:

$$
\begin{equation*}
\min _{\Delta p^{j}} \gamma \tag{30}
\end{equation*}
$$

subject to

$$
\begin{gathered}
\nabla_{p^{j}} J_{1}\left(p^{j}\right) \Delta p^{j}+J_{1}\left(p^{j}\right) \leq \gamma \\
\vdots \\
\nabla_{p^{j}} J_{K}\left(p^{j}\right) \Delta p^{j}+J_{K}\left(p^{j}\right) \leq \gamma
\end{gathered}
$$

4) Let $p^{j+1}=p^{j}+\Delta p^{j}$.
5) Repeat $2-4$ until a desired convergence is reached.

The main advantage for this algorithm is that in each iteration, we only need to solve a linear programming problem, which accelerates the convergence. Then, we give the algorithm complexity analysis for our estimation algorithm. The main algorithm complexity is to solve the linear programming problem (30). The work in [41]-[43] has discussed the
algorithm complexity for the linear programming problem

$$
\begin{align*}
& \min d^{T} x \\
& \text { s.t. } D x \geq q \tag{31}
\end{align*}
$$

where $D \in R^{m \times n}, q \in R^{m}$, and $d \in R^{n}$. An algorithm requires $O\left((m+n)^{1.5} n L\right)$ [43] in the worst case, where $m$ is the number of constraints and $n$ is the number of variables. The parameter $L$ is defined as

$$
\begin{equation*}
L=\log _{2}\left(1+\operatorname{det}_{\max }\right)+\log _{2} \xi+\log _{2}(m+n) \tag{32}
\end{equation*}
$$

where $\operatorname{det}_{\text {max }}$ denotes the largest absolute value of the determinant of any square submatrix of $\left[\begin{array}{ll}d^{T} & 0 \\ D & q\end{array}\right]$ and $\xi$ denotes the least common multiple of the denominators of all the numbers in the input [43]. We define $Y=\left[J_{1}\left(p^{j}\right), \ldots, J_{K}\left(p^{j}\right)\right]^{T}$, $\Pi_{k j}=\nabla_{p^{j}}^{T} J_{k}\left(p^{j}\right), d=[0, \ldots, 0,1]^{T}$. Then, (30) can be transformed as standard form like (31)

$$
\begin{align*}
& \min d^{T}\left[\begin{array}{c}
\Delta p^{j} \\
\gamma
\end{array}\right] \\
& \text { s.t. }\left[\begin{array}{ll}
-\Pi & \mathbf{1}
\end{array}\right]\left[\begin{array}{c}
\Delta p^{j} \\
\gamma
\end{array}\right] \geq Y . \tag{33}
\end{align*}
$$

Therefore, in each iteration, our algorithm complexity is $O\left((2 M+K+2)^{1.5}(2 M+2) L\right)$, where $K=\frac{T}{\Delta t}$ is the number of time intervals and $M$ is the Fourier expansion order. Now, some fast algorithms to solve sparsity linear programming problem have also been given in [44] and [45]. If the number of iterations is $N$, the total algorithm complexity is $O\left((2 M+K+2)^{1.5}(2 M+2) L N\right)$ in the worst case for our algorithm.

Note that our algorithm searches optimal solutions according to the gradient, and we might find local minimum and cannot obtain accurate estimate. Thus, we need to choose different initial guesses of the Fourier coefficient $p_{0}$ and repeat our algorithm to find the optimal local minimum.

## V. NUMERICAL EXAMPLES

In this section, we investigate the estimation of one timevarying decoherence rate by applying the algorithm derived in the preceding section.

Consider a system in which two qubits are coupled with $X Y$ interaction, and the system per se is surrounded by a reservoir consisting of harmonic oscillators in the vacuum state. This two-qubit example can be used to describe the system of two two-level atoms interacting with an optical cavity, which is an important example to demonstrate the time-varying decoherence rate and non-Markovianity [46]. The corresponding time-local master equation can then be given as [46]
$\dot{\rho}(t)=-i[H, \rho(t)]+\frac{r(t)}{2} \sum_{l=1}^{2}\left(\left[\sigma_{-}^{l} \rho(t), \sigma_{+}^{l}\right]+\left[\sigma_{-}^{l}, \rho(t) \sigma_{+}^{l}\right]\right)$.

In (34), the Hamiltonian $H$ can be written as

$$
\begin{equation*}
H=\sum_{l=1}^{2} \frac{\omega_{l}}{2} \sigma_{z}^{l}+\frac{g}{2}\left(\sigma_{x}^{1} \sigma_{x}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right) \tag{35}
\end{equation*}
$$

where $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ are Pauli matrices

$$
\sigma_{x}=\left[\begin{array}{ll}
0 & 1  \tag{36}\\
1 & 0
\end{array}\right], \sigma_{y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \sigma_{z}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

and $\sigma_{\alpha}^{1} \sigma_{\beta}^{2}$ is the tensor product of $\sigma_{\alpha}$ on the first qubit and $\sigma_{\beta}$ on the second qubit. The ladder operators $\sigma_{-}^{l}$ and $\sigma_{+}^{l}$ are defined as

$$
\begin{aligned}
\sigma_{-}^{l} & =\frac{1}{2}\left(\sigma_{x}^{l}-i \sigma_{y}^{l}\right) \\
\sigma_{+}^{l} & =\frac{1}{2}\left(\sigma_{x}^{l}+i \sigma_{y}^{l}\right)
\end{aligned}
$$

For a particular system, let $g=1 \mathrm{GHz}$ be the coupling strength between two qubits, and $\omega_{1}=\omega_{2}=0.5 \mathrm{GHz}$ be the angular frequencies for these two qubits because in experimental conditions, these frequencies are usually in gigahertz. The decoherence rate $r(t)$ can be obtained from a damped Jaynes-Cummings model with detuning by using the timeconvolutionless projection operator technique [46], and it can be written as

$$
\begin{align*}
r(t) & =\frac{r_{0} \lambda^{2}}{\lambda^{2}+f^{2}}\left[1-e^{-\lambda t}\left(\cos f t-\frac{f}{\lambda} \sin f t\right)\right] \\
& +\frac{r_{0}^{2} \lambda^{5} e^{-\lambda t}}{2\left(\lambda^{2}+f^{2}\right)^{3}}\left\{\left(1-3 \frac{f^{2}}{\lambda^{2}}\right)\left(e^{\lambda t}-e^{-\lambda t} \cos 2 f t\right)\right. \\
& -2\left(1-\frac{f^{4}}{\lambda^{4}}\right) \lambda t \cos f t+4\left(1+\frac{h^{2}}{\lambda^{2}}\right) f t \sin f t \\
& \left.+\frac{f}{\lambda}\left(3-\frac{f^{2}}{\lambda^{2}}\right) e^{-\lambda t} \sin 2 f t\right\} \tag{37}
\end{align*}
$$

where the parameter $\lambda$ defines the spectral width of the atomcavity coupling, and we choose $r_{0}=5 \mathrm{GHz}, \lambda=0.3 r_{0}$, and $f=8 \lambda$ [46]. In the ensuing numerical study, this analytic expression can be used to generate measurement data for identification.

Assume that we measure the observable $\sigma_{z}$ for the first qubit, we can obtain the reduced coherence vector as

$$
\begin{equation*}
\tilde{x}=\left[\left\langle\sigma_{z}^{1}\right\rangle,\left\langle\sigma_{z}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle,\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle,\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle\right]^{T} \tag{38}
\end{equation*}
$$

where each element in $\tilde{x}$ is the expectation of an observable, e.g., $\left\langle\sigma_{z}^{1}\right\rangle=\operatorname{Tr} \sigma_{z}^{1} \rho$. The detailed procedure to derive the accessible set is given in Appendix A. Furthermore, we have

$$
\left.\begin{array}{rl}
\tilde{A}(t) & =\left[\begin{array}{cccccc}
-r(t) & 0 & 0 & -g & g & 0 \\
0 & -r(t) & 0 & g & -g & 0 \\
0 & 0 & -r(t) & -\omega_{2} & -\omega_{1} & 0 \\
g & -g & \omega_{2} & -r(t) & 0 & -\omega_{1} \\
-g & g & \omega_{1} & 0 & -r(t) & -\omega_{2} \\
0 & 0 & 0 & \omega_{1} & \omega_{2} & -r(t)
\end{array}\right] \\
\tilde{b}(t) & =\left[\begin{array}{llllll}
-r(t) & -r(t) & 0 & 0 & 0 & 0
\end{array}\right]^{T} \\
\tilde{c} & =\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0
\end{array} 0\right. \tag{39}
\end{array}\right] .
$$

As discussed earlier, the truncation order $M$ can be determined by the energy spectrum of the decoherence rate. Here, we choose $M=20$ as a tradeoff between numerical accuracy and convergence rate. The initial values of the Fourier coefficients are set as $a_{0}=0.01$ and all the other elements as 0 , and the terminal time is $\gamma_{0} T=2.5$, and the step size $\Delta t$ is $2 \times 10^{-12} \mathrm{~s}$. In this example, the frequency $f$ in $r(t)$ is 12 GHz ; then, we have $\frac{2 \pi}{f} / \Delta t \approx 1049$ steps in one oscillation period. In general, the larger the frequency $f$, the smaller the step size $\Delta t$. Moreover, the gradient computation can be further simplified.

From (39), we can write $\tilde{A}_{k}=\tilde{Q}_{0}+r(k) \tilde{R}_{0}$, where

$$
\begin{align*}
\tilde{Q}_{0} & =\left[\begin{array}{cccccc}
0 & 0 & 0 & -g & g & 0 \\
0 & 0 & 0 & g & -g & 0 \\
0 & 0 & 0 & -\omega_{2} & -\omega_{1} & 0 \\
g & -g & \omega_{2} & 0 & 0 & -\omega_{1} \\
-g & g & \omega_{1} & 0 & 0 & -\omega_{2} \\
0 & 0 & 0 & \omega_{1} & \omega_{2} & 0
\end{array}\right] \\
\tilde{R}_{0} & =-I . \tag{40}
\end{align*}
$$

Equation (27) can then be simplified to

$$
\begin{equation*}
\frac{d e^{\tilde{A}_{k} \Delta t}}{d p_{n}}=-d_{n}^{k} e^{\tilde{A}_{k} \Delta t} \Delta t=-d_{n}^{k} e^{-r(k) \Delta t} e^{\tilde{Q}_{0} \Delta t} \Delta t \tag{41}
\end{equation*}
$$

and (28) is now

$$
\begin{align*}
\int_{0}^{\Delta t} \frac{d e^{\tilde{A}_{k} \tau}}{d p_{n}} d \tau & =-d_{k}^{n} \int_{0}^{\Delta t} e^{\tilde{A}_{k} \tau} \tau d \tau \\
& =-d_{k}^{n}\left(\Delta t e^{\tilde{A}_{k} \Delta t} \tilde{A}_{k}^{-1}-\left(e^{\tilde{A}_{k} \Delta t}-I\right) \tilde{A}_{k}^{-2}\right) \tag{42}
\end{align*}
$$

The numerical results are shown in Fig. 2. The real timevarying decoherence rate $r(t)$ is plotted in blue solid, the initial guess $r_{0}(t)$ in black solid, and the estimated $\tilde{r}(t)$ in red dashed. This result demonstrates that the proposed algorithm can estimate the unknown decoherence rate to a satisfactory level.

In Fig. 3, we show how the cost function is reduced as the iteration proceeds, where $\gamma$ quantifies the upper bound of the errors between the measurements and the outputs from the estimated decoherence rate at all the time instants. It is clear that the minimax algorithm brings down the cost function


FIGURE 2. Estimation results of the decoherence rate, where $r(t)$ denotes the real time-varying decoherence rate, $r_{0}(t)$ is the initial guess, and $\tilde{r}(t)$ is the estimated decoherence rate.


FIGURE 3. Cost function decreases as the iteration proceeds. Here, $\gamma$ is the maximum difference over all time instants and $\frac{J}{K}$ is the average mean squared error.
quickly. We also plot average mean squared error $\frac{J}{K}$ to show the gap between (12) and (18).

To ensure that the identified decoherence rate generates a real physical system, we need to check the complete positivity. Denote the flow of (34) as $\Phi_{t}$, i.e., $\rho(t)=\Phi_{t}(\rho(0))$. From [47, Th. 2], the linear map $\Phi_{t}$ is completely positive if and only if

$$
\left(\Phi_{t}\left(E_{i k}\right)\right)_{1 \leqslant i, k \leqslant n}=\left[\begin{array}{ccc}
\Phi_{t}\left(E_{11}\right) & \cdots & \Phi_{t}\left(E_{1 n}\right)  \tag{43}\\
\vdots & & \vdots \\
\Phi_{t}\left(E_{n 1}\right) & \cdots & \Phi_{t}\left(E_{n n}\right)
\end{array}\right]
$$

is positive semidefinite, where $E_{i k}$ is an $n \times n$ matrix with 1 at the $i k$ th entry and 0 elsewhere. We then compute all the eigenvalues of $\left(\Phi_{t}\left(E_{i k}\right)\right)_{1 \leqslant i, k \leqslant n}$ with the identified decoherence rate over the entire time duration. The results are shown as in Fig. 4. It is clear that all these eigenvalues are nonnegative, and thus, the complete positivity is maintained.


FIGURE 4. Eigenvalues of $\left(\Phi_{t}\left(E_{i k}\right)\right)_{1 \leqslant i, k \leqslant n}$ with the identified $\tilde{r}(t)$.

TABLE I Results of the Current Algorithm Versus Those in [21]

|  | A algorithm in Ref. | Current algorithm |
| :--- | :--- | :--- |
|  | $[21]$ |  |
| Iterations | 2526 | 200 |
| Time consumed | 140.49 sec | 68.09 sec |

Xue et al. [21] studied the same model by engaging a direct gradient algorithm in the time domain. Setting the initial conditions and the termination conditions as the same, we can obtain the number of iterations and time consumed of these two algorithms, as shown in Table I. It is evident that the current algorithm uses fewer iterations and less time to achieve the same accuracy. Another least squares identification scheme was proposed in [48], and it can only be applied to one-qubit systems. Our algorithm can be applied to multiqubit systems.

The advantage of the current minimax algorithm is manifold. First, the direct gradient computation in [21] depends on all the past gradients and thus needs to keep track of all the information and consumes considerable computer time and storage. The minimax algorithm presented here uses an iterative procedure and, thus, has much smaller computational load and converges faster. Second, the size of optimization in [21] is the number of discretization steps in the evolved time duration. This is much larger than that in the minimax algorithm, which is the truncation order of Fourier expansion. Third, it is cumbersome to ensure smoothness of the signals in the time discretization setting, whereas in the Fourier expansion, it is naturally guaranteed.

## VI. CONCLUSION

In this article, we have developed an efficient algorithm to identify time-varying decoherence rates with local observable measurements and known time-independent subsystem's Hamiltonian, which can help us measure nonMarkovianity of open quantum systems and understand system-environment correlations. By expanding the timevarying decoherence rates into Fourier series, we converted
the identification task into a minimax optimization problem. The sequential linear programming technique was then applied to solve it quickly. Numerical study of a two-qubit model with one decoherence rate demonstrated the effectiveness of our algorithm. Comparing to existing algorithms, our algorithm converges fast and can be applied to multiqubit systems. In the future, we plan to apply the algorithm to more complicated models and further improve the convergence rate. We will also investigate the identifiablity of timevarying decoherence rates and the robustness of the proposed algorithm against noise.

## APPENDIX A <br> ACCESSIBLE SET FOR OUR NUMERICAL EXAMPLE

To better explain the detailed procedure to derive the accessible set, we work out the accessible set for the numerical example as follows.

First, we measure the observable $\sigma_{z}^{1}$ and the initial accessible set is thus $G_{0}=\left\{\sigma_{z}^{1}\right\}$. Derive the dynamics for $\left\langle\sigma_{z}^{1}\right\rangle$ as

$$
\begin{align*}
\frac{d\left\langle\sigma_{z}^{1}\right\rangle}{d t}= & \operatorname{Tr}\left(\sigma_{z}^{1} \dot{\rho}\right)=\operatorname{Tr}\left(\sigma_{z}^{1}(-i[H, \rho])\right) \\
& +\frac{r(t)}{2} \operatorname{Tr}\left(\sigma_{z}^{1}\left[\sigma_{-}^{1} \rho, \sigma_{+}^{1}\right]+\sigma_{z}^{1}\left[\sigma_{-}^{1}, \rho \sigma_{+}^{1}\right]\right) \\
& +\frac{r(t)}{2} \operatorname{Tr}\left(\sigma_{z}^{1}\left[\sigma_{-}^{2} \rho, \sigma_{+}^{2}\right]+\sigma_{z}^{1}\left[\sigma_{-}^{2}, \rho \sigma_{+}^{2}\right]\right) . \tag{44}
\end{align*}
$$

The first term in the right-hand side of (44) can be derived as

$$
\begin{aligned}
\operatorname{Tr} & \left(\sigma_{z}^{1}(-i[H, \rho])\right)=-i \operatorname{Tr}\left(\sigma _ { z } ^ { 1 } \left[\frac{\omega_{1}}{2} \sigma_{z}^{1}+\frac{\omega_{2}}{2} \sigma_{z}^{2}\right.\right. \\
& \left.\left.+\frac{g}{2}\left(\sigma_{x}^{1} \sigma_{x}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right), \rho\right]\right) \\
= & -\frac{i g}{2} \operatorname{Tr}\left(\sigma_{z}^{1} \sigma_{x}^{1} \sigma_{x}^{2} \rho-\sigma_{z}^{1} \rho \sigma_{x}^{1} \sigma_{x}^{2}\right) \\
& -\frac{i g}{2} \operatorname{Tr}\left(\sigma_{z}^{1} \sigma_{y}^{1} \sigma_{y}^{2} \rho-\sigma_{z}^{1} \rho \sigma_{y}^{1} \sigma_{y}^{2}\right) \\
= & -\frac{i g}{2} \operatorname{Tr}\left(\sigma_{z}^{1} \sigma_{x}^{1} \sigma_{x}^{2} \rho-\sigma_{x}^{1} \sigma_{x}^{2} \sigma_{z}^{1} \rho\right) \\
& -\frac{i g}{2} \operatorname{Tr}\left(\sigma_{z}^{1} \sigma_{y}^{1} \sigma_{y}^{2} \rho-\sigma_{y}^{1} \sigma_{y}^{2} \sigma_{z}^{1} \rho\right) \\
= & g\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle-g\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle .
\end{aligned}
$$

The second term is obtained

$$
\begin{aligned}
& \operatorname{Tr}\left(\sigma_{z}^{1}\left[\sigma_{-}^{1} \rho, \sigma_{+}^{1}\right]+\sigma_{z}^{1}\left[\sigma_{-}^{1}, \rho \sigma_{+}^{1}\right]\right) \\
& =\operatorname{Tr}\left(\left(2 \sigma_{+}^{1} \sigma_{z}^{1} \sigma_{-}^{1}-\sigma_{z}^{1} \sigma_{+}^{1} \sigma_{-}^{1}-\sigma_{+}^{1} \sigma_{-}^{1} \sigma_{z}^{1}\right) \rho\right)=0
\end{aligned}
$$

and the third term is also calculated as

$$
\begin{aligned}
& \operatorname{Tr}\left(\sigma_{z}^{1}\left[\sigma_{-}^{2} \rho, \sigma_{+}^{2}\right]+\sigma_{z}^{1}\left[\sigma_{-}^{2}, \rho \sigma_{+}^{2}\right]\right) \\
& =\operatorname{Tr}\left(\left(2 \sigma_{+}^{2} \sigma_{z}^{1} \sigma_{-}^{2}-\sigma_{z}^{1} \sigma_{+}^{2} \sigma_{-}^{2}-\sigma_{+}^{2} \sigma_{-}^{2} \sigma_{z}^{1}\right) \rho\right) \\
& =-\operatorname{Tr}\left(\left(2 \sigma_{z}^{1}+2 I\right) \rho\right)=-2\left\langle\sigma_{z}^{1}\right\rangle-2 .
\end{aligned}
$$

Therefore, (44) becomes

$$
\begin{equation*}
\frac{d\left\langle\sigma_{z}^{1}\right\rangle}{d t}=g\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle-g\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle-r(t)-r(t)\left\langle\sigma_{z}^{1}\right\rangle \tag{45}
\end{equation*}
$$

Now, we need to find out the dynamics for $\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle$ and $\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle$, and the accessible set can be expanded to

$$
G_{1}=\left\{\sigma_{z}^{1}, \sigma_{x}^{1} \sigma_{y}^{2}, \sigma_{y}^{1} \sigma_{x}^{2}\right\}
$$

Proceeding further, we have

$$
\begin{align*}
\frac{d\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle}{d t}= & \operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2} \dot{\rho}\right)=\operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}(-i[H, \rho])\right) \\
& +\frac{r(t)}{2} \operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{1} \rho, \sigma_{+}^{1}\right]\right. \\
& \left.+\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{1}, \rho \sigma_{+}^{1}\right]\right) \\
+ & \frac{r(t)}{2} \operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{2} \rho, \sigma_{+}^{2}\right]\right. \\
& \left.+\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{2}, \rho \sigma_{+}^{2}\right]\right) \tag{46}
\end{align*}
$$

By calculating, we obtain

$$
\begin{aligned}
& \begin{aligned}
\operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}(-i[H, \rho])\right) & =-\omega_{1}\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle+\omega_{2}\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle \\
& -g\left\langle\sigma_{z}^{2}\right\rangle+g\left\langle\sigma_{z}^{1}\right\rangle
\end{aligned} \\
& \operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{1} \rho, \sigma_{+}^{1}\right]+\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{1}, \rho \sigma_{+}^{1}\right]\right)=-\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle \\
& \operatorname{Tr}\left(\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{2} \rho, \sigma_{+}^{2}\right]+\sigma_{x}^{1} \sigma_{y}^{2}\left[\sigma_{-}^{2}, \rho \sigma_{+}^{2}\right]\right)=-\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle
\end{aligned}
$$

Equation (46) can be simplified to

$$
\begin{align*}
\frac{d\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle}{d t}= & -\omega_{1}\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle+\omega_{2}\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle \\
& -g\left\langle\sigma_{z}^{2}\right\rangle+g\left\langle\sigma_{z}^{1}\right\rangle-r(t)\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle \tag{47}
\end{align*}
$$

Similarly, we can obtain the dynamics for $\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle$ as

$$
\begin{align*}
\frac{d\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle}{d t} & =\omega_{1}\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle-\omega_{2}\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle \\
& -g\left\langle\sigma_{z}^{1}\right\rangle+g\left\langle\sigma_{z}^{2}\right\rangle-r(t)\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle \tag{48}
\end{align*}
$$

Then, we need to find out dynamics for $\left\langle\sigma_{z}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle$, and $\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle$, and the accessible set becomes

$$
G_{2}=\left\{\sigma_{z}^{1}, \sigma_{z}^{2}, \sigma_{x}^{1} \sigma_{x}^{2}, \sigma_{x}^{1} \sigma_{y}^{2}, \sigma_{y}^{1} \sigma_{x}^{2}, \sigma_{y}^{1} \sigma_{y}^{2}\right\}
$$

The dynamics for these three terms can be derived as

$$
\begin{equation*}
\frac{d\left\langle\sigma_{z}^{2}\right\rangle}{d t}=-g\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle+g\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle-r(t)-r(t)\left\langle\sigma_{z}^{2}\right\rangle \tag{49}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle}{d t}=-\omega_{1}\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle-\omega_{2}\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle-r(t)\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle  \tag{50}\\
& \frac{d\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle}{d t}=\omega_{1}\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle+\omega_{2}\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle-r(t)\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle . \tag{51}
\end{align*}
$$

In (49)-(51), all the observables are in $G_{2}$. Therefore, the iteration saturates at $G_{2}$.

Combining these equations of (45)-(51), we obtain the reduced dynamical equation

$$
\begin{align*}
\dot{\tilde{x}}(t)= & {\left[\begin{array}{cccccc}
-r(t) & 0 & 0 & -g & g & 0 \\
0 & -r(t) & 0 & g & -g & 0 \\
0 & 0 & -r(t) & -\omega_{2} & -\omega_{1} & 0 \\
g & -g & \omega_{2} & -r(t) & 0 & -\omega_{1} \\
-g & g & \omega_{1} & 0 & -r(t) & -\omega_{2} \\
0 & 0 & 0 & \omega_{1} & \omega_{2} & -r(t)
\end{array}\right] }  \tag{x}\\
& +\left[\begin{array}{c}
-r(t) \\
-r(t) \\
0 \\
0 \\
0 \\
0
\end{array}\right] y=\left\langle\sigma_{z}^{1}\right\rangle \tag{52}
\end{align*}
$$

where the reduced coherence vector is

$$
\begin{equation*}
\tilde{x}=\left[\left\langle\sigma_{z}^{1}\right\rangle,\left\langle\sigma_{z}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{x}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{y}^{2}\right\rangle,\left\langle\sigma_{y}^{1} \sigma_{x}^{2}\right\rangle,\left\langle\sigma_{y}^{1} \sigma_{y}^{2}\right\rangle\right]^{T} \tag{53}
\end{equation*}
$$

If we measure the observable $\sigma_{x}^{1}$, we can obtain the coherence vector in a similar filtration procedure as

$$
\begin{align*}
\tilde{x}= & {\left[\left\langle\sigma_{x}^{1}\right\rangle,\left\langle\sigma_{y}^{1}\right\rangle,\left\langle\sigma_{x}^{2}\right\rangle,\left\langle\sigma_{y}^{2}\right\rangle,\left\langle\sigma_{x}^{1} \sigma_{z}^{2}\right\rangle,\right.} \\
& \left.\left\langle\sigma_{y}^{1} \sigma_{z}^{2}\right\rangle\left\langle\sigma_{z}^{1} \sigma_{x}^{2}\right\rangle,\left\langle\sigma_{z}^{1} \sigma_{y}^{2}\right\rangle\right]^{T} \tag{54}
\end{align*}
$$

$$
\dot{\tilde{x}}(t)=\left[\begin{array}{cccccccc}
-r(t) / 2 & -\omega_{1} & 0 & 0 & 0 & 0 & 0 & g  \tag{55}\\
\omega_{1} & -r(t) / 2 & 0 & 0 & 0 & 0 & -g & 0 \\
0 & 0 & -r(t) / 2 & -\omega_{2} & 0 & g & 0 & 0 \\
0 & 0 & \omega_{2} & -r(t) / 2 & -g & 0 & 0 & 0 \\
-r(t) & 0 & 0 & g & -3 r(t) / 2 & -\omega_{1} & 0 & 0 \\
0 & -r(t) & -g & 0 & \omega_{1} & -3 r(t) / 2 & 0 & 0 \\
0 & g & -r(t) & 0 & 0 & 0 & -3 r(t) / 2 & -\omega_{2} \\
-g & 0 & 0 & -r(t) & 0 & 0 & \omega_{2} & -3 r(t) / 2
\end{array}\right] \tilde{x}(t)
$$

| $d_{j l m}=1 / \sqrt{2}$ |  | $-1 / \sqrt{2}$ | $1 / \sqrt{6}$ | $1 / \sqrt{3}$ | $-1 / \sqrt{3}$ | $-2 / \sqrt{6}$ | $-2 \sqrt{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1,9,11$ | $2,9,12$ | $8,9,9$ | $1,1,15$ | $9,9,15$ | $8,13,13$ | $15,15,15$ |
|  | $1,10,12$ | $3,11,11$ | $8,10,10$ | $2,2,15$ | $10,10,15$ | $8,14,14$ |  |
|  | $2,10,11$ | $3,12,12$ | $8,11,11$ | $3,3,15$ | $11,11,15$ |  |  |
|  | $3,9,9$ | $5,9,14$ | $8,12,12$ | $4,4,15$ | $12,12,15$ |  |  |
|  | $3,10,10$ | $7,11,14$ |  | $5,5,15$ | $13,13,15$ |  |  |
|  | $4,9,13$ |  |  | $6,6,15$ | $14,14,15$ |  |  |
|  | $4,10,14$ |  |  | $7,7,15$ |  |  |  |
|  | $5,10,13$ |  |  | $8,8,15$ |  |  |  |
|  | $6,11,13$ |  |  |  |  |  |  |
|  | $7,12,14$ |  |  |  |  |  |  |
|  | $7,12,13$ |  |  |  |  |  |  |

and its dynamical equation is described in (55), shown at bottom of the previous page.

For the last operator $\sigma_{z}^{1} \sigma_{z}^{2}$, its dynamics is

$$
\begin{equation*}
\frac{d\left\langle\sigma_{z}^{1} \sigma_{z}^{2}\right\rangle}{d t}=-r(t)\left\langle\sigma_{z}^{1}\right\rangle-r(t)\left\langle\sigma_{z}^{2}\right\rangle-2 r(t)\left\langle\sigma_{z}^{1} \sigma_{z}^{2}\right\rangle \tag{56}
\end{equation*}
$$

Therefore, the total dynamics for

$$
x=\left[\left\langle\sigma_{x}^{1}\right\rangle,\left\langle\sigma_{x}^{2}\right\rangle, \cdots,\left\langle\sigma_{z}^{1} \sigma_{z}^{2}\right\rangle\right]^{T}
$$

can be obtained from (52), (55), and (56).

## APPENDIX B

## EXPLICIT FORM FOR STRUCTURE CONSTANTS

Here, we give the structure constants $C_{j l m}$ and $d_{j l m}$ for $\mathfrak{s u}(4)$. The structure constants for index combinations with $1 \leq$ $j, l, m \leq 8$ in (57) and (59) for $\mathfrak{s u}(4)$ are the same as $\mathfrak{s u}(3)$ [32]. The additional values for $\mathfrak{s u}(4)$ are given in (58) and (60).

| $C_{j l m}=\sqrt{2}$ |  | $1 / \sqrt{2}$ | $-1 / \sqrt{2}$ | $\sqrt{6} / 2$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 123 | 147 | 156 | 458 |
|  |  | 246 | 367 | 678 |
|  |  | 257 |  |  |
|  |  | 345 |  |  |


| $C_{j l m}=1 / \sqrt{2}$ |  | $-1 / \sqrt{2}$ | $1 / \sqrt{6}$ | $-2 / \sqrt{6}$ | $2 / \sqrt{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1,9,12$ | $1,10,11$ | $8,9,10$ | $8,13,14$ | $9,10,15$ |
|  | $2,9,11$ | $3,11,12$ | $8,11,12$ |  | $11,12,15$ |
|  | $2,10,12$ | $4,10,13$ |  |  | $13,14,15$ |
| $j, l, m$ | $3,9,10$ | $6,12,13$ |  |  |  |
|  | $4,9,14$ |  |  |  |  |
|  | $5,9,13$ |  |  |  |  |
|  | $5,10,14$ |  |  |  |  |
|  | $6,11,14$ |  |  |  |  |
|  | $7,11,13$ |  |  |  |  |
|  | $7,12,14$ |  |  |  |  |


| $d_{j l m}=2 / \sqrt{6}$ |  |  | $1 / \sqrt{2}$ | $-1 / \sqrt{2}$ | $-1 / \sqrt{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $-2 \sqrt{6}$ |  |  |  |  |  |
|  | 118 | 146 | 247 | 448 | 888 |
|  | 228 | 157 | 366 | 558 |  |
|  | 338 | 256 | 377 | 668 |  |
|  |  | 344 |  | 778 |  |
|  |  | 355 |  |  |  |
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