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Abstract: Acoustic-resolution photoacoustic microscopy (ARPAM) 
provides a spatial resolution on the order of tens of micrometers, and is 
becoming an essential tool for imaging fine structures, such as the 
subcutaneous microvasculature. High lateral resolution of ARPAM is 
achieved using high numerical aperture (NA) of acoustic transducer; 
however, the depth of focus and working distance will be deteriorated 
correspondingly, thus sacrificing the imaging range and accessible depth. 
The axial resolution of ARPAM is limited by the transducer’s bandwidth. In 
this work, we develop deconvolution ARPAM (D-ARPAM) in three 
dimensions that can improve the lateral resolution by 1.8 and 3.7 times and 
the axial resolution by 1.7 and 2.7 times, depending on the adopted criteria, 
using a 20-MHz focused transducer without physically increasing its NA 
and bandwidth. The resolution enhancement in three dimensions by D-
ARPAM is also demonstrated by in vivo imaging of the microvasculature of 
a chick embryo. The proposed D-ARPAM has potential for biomedical 
imaging that simultaneously requires high spatial resolution, extended 
imaging range, and long accessible depth. 

©2016 Optical Society of America 

OCIS codes: (170.5120) Photoacoustic imaging; (170.3880) Medical and biological imaging; 
(170.6900) Three-dimensional microscopy. 
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1. Introduction 

Photoacoustic (PA) imaging is a rapidly emerging imaging modality that combines the 
advantages of high optical contrast and low acoustic scattering [1, 2]. In PA imaging, 
biological tissues are illuminated by a short laser pulse, which induces an instantaneous 
temperature rise and thermoelastic expansion, and then leads to the emission of acoustic 
waves, also called PA waves. The generated PA waves are detected by ultrasonic transducers 
and used to form images which map the optical absorption distribution in biological tissues. 
PA imaging has been demonstrated in a wide variety of biomedical applications such as 
structural and functional imaging of microcirculation [3–5], study of breast cancer [6, 7], and 
endoscopic and intravascular imaging [8, 9]. 
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To achieve high-resolution PA imaging, two types of PA microscopy (PAM) can be 
implemented using a wideband ultrasonic transducer. In acoustic-resolution PAM (ARPAM), 
high lateral resolution is enabled by acoustic focusing [10–12]. To further enhance the lateral 
resolution, optical-resolution PAM (ORPAM) employs tight optical focusing to realize 
resolution up to several micrometers or even a sub-micrometer scale [3, 13, 14]. In both types, 
high axial resolution is achieved by utilizing the wideband response to detect a short acoustic 
pulse. 

High-resolution imaging of subcutaneous blood vessels is critical for the study of 
abnormal peripheral microcirculation [15] and tumor angiogenesis tracking [16]. Although the 
high lateral resolution of ORPAM is vital for leading biomedical investigations such as 
imaging of tumor angiogenesis [17] and a melanoma cell [18], optical focusing is ineffective 
when the photon propagation changes to the optical diffusive regime (~1 mm below human 
skin), significantly deteriorating high resolution beyond the soft-depth limit [1]. 

ARPAM shows promise in deep penetration by taking advantage of weak ultrasonic 
scattering in the optical diffusive regime. High spatial resolution is achieved using an 
ultrasonic transducer with a high central frequency, a wide bandwidth, and a high numerical 
aperture (NA) [10, 11, 19]. High-NA transducers have a wider angular coverage, which can 
be utilized in synthetic aperture focusing technique (SAFT) to improve the lateral resolution 
for out-of-focus regions in ARPAM systems [19–24]. However, high resolution still faces 
challenges in ARPAM. First, although the detection of PA waves at a high central frequency 
and a wide bandwidth enables high spatial resolution, high-frequency PA waves (≥20 MHz) 
attenuate sharply in skin, which results in high resolution only in a limited imaging depth 
when imaging subcutaneous blood vessels. Second, drawbacks are introduced by increasing 
the acoustic NA. Since the depth of focus (DOF) shortens quickly with the increased NA, the 
in-focus imaging range is sacrificed considerably using a high-NA transducer. Although the 
lateral resolution for the out-of-focus region can be improved by SAFT using high-NA 
transducers, equivalently extending the DOF, the restored lateral resolution is poorer, 
especially for the region far from the acoustic focus, than the original lateral resolution in the 
focus region of the transducer [20, 24]. Besides, the working distance (WD) of a high-NA 
transducer is short, which may even physically hinder subcutaneous imaging. Therefore, it is 
of great significance to apply different approaches for improving the spatial resolution 
without the need of increasing the central frequency, the bandwidth, and the NA of the 
ARPAM system. 

The deconvolution algorithms for enhancing the spatial resolution and/or the signal-to-
noise ratio (SNR) have been widely studied in various imaging modalities such as X-ray 
imaging [25], ultrasound imaging [26, 27], and optical coherence tomography [28, 29]. 
Deconvolution approaches have recently been investigated in PA imaging in ORPAM and PA 
computed tomography systems [18, 30–34]. Although ARPAM has been demonstrated as a 
valuable tool for biomedical imaging, there is no study, to our knowledge, on the application 
of deconvolution methods in scanning-based ARPAM to improve the image quality. Besides, 
previous exploration of deconvolution PA imaging is limited to two dimensions, yet three-
dimensional (3D) deconvolution volumetric imaging has not been extended. In practice, 
employing deconvolution to boost both lateral and axial resolutions can be of great value for 
in vivo and clinical study. The simple deconvolution such as Wiener filtering [18, 25] is 
generally highly sensitive to the SNR; on the other hand, iterative methods yielding better 
deconvolved images typically require more computation time, especially for 3D 
deconvolution imaging. Hence, a feasible approach should be studied and evaluated. 

In this work, for the first time, we have examined the deconvolution in ARPAM (D-
ARPAM) in three dimensions (3D), where both lateral and axial resolutions are much 
improved. Compared with the deconvolution in ORPAM, the approach developed in this 
work can restore high resolution beyond the soft-depth limit, which has greater potential for 
imaging of subcutaneous microvasculature. Compared with the resolution enhancement by 
changing to a higher-frequency and/or a higher-NA transducer in ARPAM, the penetration 
depth in skin by the D-ARPAM is not to be degraded as a result of unchanged central 
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frequency of the transducer. Besides, since the acoustic NA is kept same, the high DOF and 
long WD inherent in the original ARPAM system are maintained. Imaging of polymer beads 
and tungsten wires with a 20-MHz transducer demonstrated that the D-ARPAM is capable of 
improving the lateral resolution and the axial resolution by more than 1.8 and 1.7 times, 
respectively. Further in vivo imaging of microvasculature in a chick embryo has shown the 
promise of D-ARPAM and its potential in revealing subcutaneous microvasculature. 

2. Methods 

2.1 ARPAM system 

The schematic of our ARPAM imaging system is shown in Fig. 1. A lamp pumped solid state 
Q-switched laser (LPS-S-532, Changchun New Industries Optoelectronics Tech. Co., China) 
was employed. The laser was working at a wavelength of 532 nm with pulse duration of 8 ns 
and a repetition rate of 20 Hz. The laser beam with a diameter of ~7 mm was coupled into a 
1.5 mm–core multimode fiber (FT1500UMT, Thorlabs, NJ) via a convex lens. To facilitate in 
vivo imaging, an imaging head consisting of a 20-MHz ultrasonic transducer (V317-SU, focal 
length = 13.5 mm, element diameter = 6 mm, Panametrics NDT, MA) and the fiber was 
constructed, and the head was mounted on a three-axis motorized stage. The laser beam 
emitted from the fiber was aligned with the focal region of the transducer to maximize the 
detection sensitivity. For in vivo imaging, the optical fluence deposited on the biological 
tissue was ~5 mJ/cm2, which is under the ANSI safety limit (20 mJ/cm2). The sample was 
placed under a water tank. The water tank with a bottom window sealed with plastic wrap was 
used to couple the ultrasonic wave from the sample to the transducer. The acoustic signals 
were then pre-amplified using a commercial electrical amplifier (ZFL-500LNB-S+, Mini-
Circuits) and then recorded by a digitizer (PCIe-9852, ADLINK Technology, Inc.) at a 200-
MS/s sampling rate. Volumetric ARPAM images were obtained with mechanical scanning of 
the imaging head using the motorized stage, which was in constant motion during data 
acquisition. The lateral resolution of this system is determined by the acoustic focus of the 
transducer, while the axial resolution is limited by the detection bandwidth of the transducer. 

 

Fig. 1. Schematic of the ARPAM system. 

2.2 D-ARPAM in 3D 

Generally in the field of image processing a blurred image I can be expressed as 

 * ,I PSF O=  (1) 
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where * denotes the convolution operator, O is the original image, and PSF is a non-negative 
blur kernel of size that is small compared to the image size. The PSF is also called point 
spread function. Assuming the presence of additive noise in practical cases, the relationship 
between the original image O and the output image I can be represented as 

 * ,I PSF O n= +  (2) 

where n denotes the random spatial distribution of noise. It is commonly assumed that O and 
n are uncorrelated. The goal of deconvolution is to optimally restore the original image O 
from the PSF of the system and I. 

In our deconvolution, we used an iterative algorithm based on the Lucy-Richardson (LR) 
deconvolution with a known system PSF [35, 36]. The iterative equation to seek the optimal 
estimation of O was derived from the maximum-likelihood estimate approach and is 
represented by 

 1
1

[ * '] ,
*k k

k

I
J PSF J

PSF J −
−

=  (3) 

where k is the number of iteration, J is the restored estimation of O, and PSF’(x,y,z) = 
PSF(−x, −y,−z). Usually, the initial guess of the J0 is set as I to start the iteration. Then, the 
image evaluation J can be found by simply iterating Eq. (3) until some stop criteria are 
satisfied. Two stop criteria were used in our case to quantify the quality of the deconvolved 
image J. One is the normalized adjacent mean square error (AMSE) of two successively 
restored images in adjacent iterations, which is defined as 

 

2
1

2
1

[ ]
.

k kx y z

kx y z

J J
AMSE

J

−

−

−
=
  
  

 (4) 

The other is the absolute error ratio (AER), which is defined as 

 
2

2

[ * ]
.

kx y z

x y z

PSF J I
AER

I

−
=
  

  
 (5) 

AMSE was used to evaluate the evolution of fluctuation in successively restored images, while 
AER was used to assess the consistency between the restored image J and the original image 
O. 

Performing a 3D convolution of two 3D matrices with L × M × N elements takes longer 
time than performing L-times two-dimensional (2D) convolutions of two 2D matrices with M 
× N elements and M × N-times one-dimensional (1D) convolutions of two 1D vectors with L 
elements. In order to improve the speed of the deconvolution in 3D to improve both the lateral 
and axial resolutions of the system, we did not directly apply the LR iterative algorithm in 
Eqs. (3)-(5), which require 3D convolution operations. Instead, we adopted a two-step method 
in our 3D deconvolution. Step 1: The 2D LR iterative deconvolution was applied to each 2D 
section image separately along the depth direction, which improves the lateral resolution of 
the image. Step 2: The processed image after step 1 was further used in step 2, where the 1D 
LR iterative deconvolution was applied to individual A-line PA signals acquired at the 2D 
scanning positions. We tested and compared the images obtained by the proposed two-step 
method and by the one-step 3D deconvolution. We find the deconvolved images have similar 
quality (shown later), yet the two-step method can save computation time and ease the 
requirement of memory size. 
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3. Results 

3.1 Resolution of the original ARPAM system 

We first measure the original spatial resolutions of the imaging system and then determine the 
enhanced resolutions after applying deconvolution algorithm to evaluate the improvement by 
the deconvolution ARPAM in 3D. 

Spatial resolution is an important parameter for ARPAM. In order to experimentally 
measure the lateral resolution of our ARPAM, a 6-μm carbon fiber was imaged with 
unidirectional B scan. The sample was embedded and fixed with 1% agar. Figure 2(a) plots 
the PA signal profile as a function of the lateral distance. The full width half maximum 
(FWHM) resolution was estimated to be 280 μm. On the other hand, the −6 dB axial 
resolution is provided by the time-resolved ultrasonic detection, and is inversely proportional 
to the ultrasonic transducer bandwidth. The ARPAM axial resolution was also estimated from 
the imaged carbon fiber. By studying Hilbert transform of the detected A-line PA signal and 
using the criteria of the FWHM, the axial resolution of the system was determined as ~76 μm, 
as shown in Fig. 2(b). A normalized 1D Gaussian function with a FWHM of the measured 
axial resolution was used as the axial PSF of our original ARPAM system. 

 

Fig. 2. Calibration of the spatial resolution of the original ARPAM system. (a) Lateral 
resolution; (b) Axial resolution. 

3.2 Lateral resolution of D-ARPAM 

We tested the LR deconvolution to evaluate the lateral resolution of D-ARPAM by imaging a 
50-μm red color dyed polystyrene microsphere (1050KR, Phosphorex Inc., MA). Figure 3(a) 
is the maximum amplitude projection (MAP) image by projecting the 3D PA image onto the 
lateral plane along the scanning direction. The corresponding D-ARPAM image by applying 
LR deconvolution algorithm is shown in Fig. 3(b). The PSF used in this computation was a 
normalized 2D Gaussian function with a FWHM of 280 μm, which was chosen from the 
measured lateral resolution of the original ARPAM system. The computation was terminated 
when the AMSE reached its minimum value, which is 7 × 10−5 in this case. We compare the 
two numbers of iterations when AMSE and AER achieve their respective minimum values. We 
find that the two numbers are similar and thus, using the criterion of AMSE is sufficient. 
Similar observations of this consistency were reported in [33]. The 1D lateral profiles from 
the original ARPAM and D-ARPAM are shown in Fig. 3(c) for comparison. In D-ARPAM, 
the lateral resolution was improved to 75 μm, ~3.7 times finer than that of the original 
ARPAM (~280 μm). In practical cases, the absorber may have closely-arranged patterns such 
as high-density microvasculature and cannot be resolved due to image blur. To better evaluate 
the capability of D-ARPAM in differentiation of two close objects, we imaged a cross pattern 
made of two 25-μm tungsten wires. Figures 3(d) and 3(e) show the 2D MAP images before 
and after the LR deconvolution, respectively. It can be clearly seen that the image by D-
ARPAM are improved to finer lateral size, which is closer to the original size of the tungsten 
wire. The criteria that the two targets are still distinguishable should be determined to quantify 
the improvement of D-ARPAM. In our case, the value of c/spk was checked at different 
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separations of the two objects, where spk is the smaller of the two peaks in the 1D PA profile, 
and c is the contrast defined as the difference of the spk and the valley between the two peaks. 
When the c/spk is larger than 0.5, the two targets are regarded as distinguishable. Figures 3(f) 
and 3(g) show the 1D lateral profiles along the lines in Figs. 3(d) and 3(e). In this comparison, 
the D-ARPAM was able to differentiate two objects with a separation of 420 μm while the 
original ARPAM can only differentiate those with a separation of 780 μm. The results suggest 
a ~1.8 times improvement in the case of two close objects. 

 

Fig. 3. Lateral resolution of the D-ARPAM. MAP images in lateral scanning direction of the 
microsphere by the original ARPAM system (a) and by D-ARPAM (b). (c) The 1D profiles 
along the lines in (a) and (b). MAP images of the cross pattern made of two tungsten wires 
obtained by the original ARPAM system (d) and by D-ARPAM (e). The minimum 
differentiable lateral separations of the two close objects by D-ARPAM (f) and by the original 
ARPAM system (g), which are plotted along the lines f and g, respectively, in (d) and (e). 

3.3 Axial resolution of D-ARPAM 

Similarly, the axial resolution of D-ARPAM was also calibrated in two ways. We first imaged 
a single 25-μm tungsten wire to get an A-line PA signal (depth profile). Since the PSF is a 
non-negative blur kernel and there is a positive constraint for the deconvolved image in the 
LR deconvolution algorithm, the blurred image I in Eq. (3) used for LR deconvolution should 
also be non-negative. Thus, the Hilbert transform (envelope detection) were applied to the A-
line PA signal to obtain a monopolar 1D image, as shown in Fig. 4(a). Figure 4(b) shows the 
1D profile before and after the LR deconvolution. Determined by their FWHMs, the axial 
resolution of the original ARPAM and D-ARPAM was 78 μm and 29 μm, respectively, 
indicating a ~2.7 times improvement. Second, we imaged a sample consisting of two 25-μm 
tungsten wires arranged with a small angle between them, as shown in Fig. 4(c), in order to 
calibrate the capability of D-ARPAM to differentiate two close objects in axial direction. 
Figure 4(d) shows the original B-mode image scanned along the lateral direction. Applying 
1D LR deconvolution to each A-line signal in Fig. 4(d), the axial size of the two tungsten 
wires was obviously reduced, as shown in Fig. 4(e). The criteria used in Section 3.2 were also 
adopted to evaluate the improvement of D-ARPAM. By checking some depth profiles at 
different separations in the axial direction, the minimum differentiable separation of D-
ARPAM was 68 μm while that of the original ARPAM was 113 μm, as shown in Figs. 4(f) 
and 4(g), respectively, plotted along the lines in Figs. 4(d) and 4(e). This corresponds to a 
~1.7 times improvement. The deconvolved lateral and axial resolutions are summarized in 
Table 1. 
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Fig. 4. Axial resolution of the D-ARPAM. (a) A-line PA signal and its Hilbert transform. (b) 
The depth profiles by the original ARPAM system and by D-ARPAM. (c) The phantom with 
two wires arranged with a small angle between them. B-mode images of the phantom in (c) by 
the original ARPAM system (d) and by D-ARPAM (e). The minimum differentiable axial 
separations of the two close objects by D-ARPAM (f) and by the original ARPAM system (g), 
plotted along the line f and g, respectively, in (d) and (e). 

Table 1. Lateral and Axial Resolution of D-ARPAM. 

 Lateral Axial

 
One individual 
object 

Two close 
objects 

One individual 
object 

Two close 
objects 

Phantom A 50-μm bead 25-μm wires A 25-μm wire 25-μm wires 
Peak SNR (before 
deconvolution) (dB) 

45 46 53 35 

FWHM or minimum 
differentiable separations 
(Original image) (μm) 

280 780 78 113 

FWHM or minimum 
differentiable separations (D-
ARPAM image) (μm) 

75 420 29 68 

Improvement (fold) 3.7 1.8 2.7 1.7 

3.4 Phantom imaging by 3D D-ARPAM 

To demonstrate the performance of 3D D-ARPAM, the phantom composed of five 50-μm 
tungsten wires with different orientations was imaged. As mentioned in Section 2, the two-
step method for 3D deconvolution was applied to the original 3D ARPAM image. Each 
section along the depth direction corresponds to a 7.5-μm-thick layer considering the 
sampling rate of 200 MS/s and the sound velocity of 1500 m/s in our case. Figure 5(a) is the 
2D MAP images on XY plane before and after the 3D deconvolution. The enhanced lateral 
resolution by D-ARPAM enables clearer identification of the wire pattern. Figure 5(b) shows 
the 2D MAP images on YZ plane before and after deconvolution. As can be seen, the axial 
size of tungsten wires is also reduced. We compared the images obtained by the proposed 
two-step method and by the one-step 3D deconvolution. Similar quality of the deconvolved 
images by the two methods can be observed in Figs. 5(a) and 5(b). Thus, in the following, we 
present the 3D D-ARPAM results by the two-step method. Figures 5(c) and 5(d) show the 
volumetric 3D images by the original ARPAM system and by the D-ARPAM, respectively. A 
clear improvement of spatial resolution in both lateral and axial directions can be seen in Fig. 
5(d) after performing the 3D deconvolution. Besides, the peak SNR is improved by 10 dB 
(from 52 dB to 62 dB). Although extra iterations in the 3D deconvolution can be performed to 
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further reduce the pattern length scale, more undesired artifacts would also be introduced in 
the deconvolved image, resulting in a less accurate and less reliable result in the restored 
image [37]. 

 

Fig. 5. Images of the phantom containing five 50 μm-tungsten wires. (a) MAP images on XY 
plane by the original ARPAM system (left), by the two-step D-ARPAM (middle), and by the 
one-step D-ARPAM (right). (b) MAP images on YZ plane by the original ARPAM system 
(left), by the two-step D-ARPAM (middle), and by the one-step D-ARPAM (right). The 1 mm 
scale bar is for both (a) and (b). The 3D rendering images of the phantom by the original 
ARPAM system (c) and by the D-ARPAM (d). 

3.5 In vivo imaging by 3D D-ARPAM 

To demonstrate in vivo imaging by the 3D D-ARPAM, a chick embryo chorioallantoic 
membrane (CAM) model was employed. Fertilized chick eggs were purchased from a 
hatchery. For easy access to the chick embryo CAM, an ex ovo chick embryo culture method 
was used [38]. Briefly, eggs were incubated for 72 hours using a commercial incubator. Then, 
they were taken from the incubator and the embryos were transferred to a sterile container. To 
have more developed blood vessels on the CAM, the embryos were returned back to the 
incubator for a few days before imaging. 

The sample on embryo developmental day 5 was used for imaging. Figures 6(a) and 6(b) 
show the 2D MAP images of the chick embryo CAM on XY plane and on XZ plane, 
respectively, by ARPAM and D-ARPAM. As can be seen, the two images show a good match 
on vessel patterns as well as the branching points. The 3D D-ARPAM image has much finer 
length scales in both lateral and axial directions than the original ARPAM images. Figures 
6(c) and 6(d) show the 3D volumetric PAM images obtained by the original ARPAM system 
and the 3D D-ARPAM, respectively, showing the ability of D-ARPAM to restore blurred 
vessels. Another chick embryo CAM was imaged and 3D deconvolution was applied. Figure 
7(a) shows the 2D MAP images on XY plane by the original ARPAM system and D-
ARPAM. The vessel pattern can be more clearly identified by D-ARPAM than by ARPAM 
because of resolution enhancement. Besides, the background noise, which may result from PA 
signals of relatively small vessels, is suppressed. Furthermore, a 1D profile along the dashed 
line shown in Fig. 7(a) is plotted in Fig. 7(b) to manifest the ability of D-ARPAM to 
distinguish two close vessels. The two vessels at Distance of ~3.5−4 mm in Fig. 7(b), 
corresponding to the regions denoted by the red arrows in Fig. 7(a), can be better visualized 
by D-ARPAM. 
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Fig. 6. In vivo 3D imaging of the chick embryo CAM. (a) MAP images on XY plane by the 
original ARPAM system (left) and by D-ARPAM (right). (b) The 2D MAP images on XZ 
plane by the original ARPAM system (left) and by D-ARPAM (right). The 1 mm scale bar is 
for both (a) and (b). The 3D rendering images by the original ARPAM system (c) and by D-
ARPAM (d). 3D animations are available as supplementary videos: by the original ARPAM 
system (Visualization 1) and by D-ARPAM (Visualization 2). 

 

Fig. 7. In vivo imaging of the chick embryo CAM. (a) MAP images on XY plane by the 
original ARPAM system (left) and by D-ARPAM (right). (b) 1D profile along the dashed line 
shown in (a). The two vessels at Distance of ~3.5−4 mm in (b) corresponds to the regions 
denoted by the red arrows in (a). 

4. Discussion 

In this work, we investigate the deconvolution algorithm in 3D. The ARPAM imaging system 
such as the imaging head and the laser can be further upgraded to facilitate in vivo and 
functional imaging [10, 11]. The restored lateral resolution based on SAFT in the out-of-focus 
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region is poorer, especially for the region far from the acoustic focus, than the original lateral 
resolution in the focus region of the transducer [20, 24]. In contrast, the deconvolution 
algorithm explored in this work is to improve both the lateral and axial resolutions within the 
focus region to be better than the original spatial resolutions in the focus region of the 
transducer. 

Currently, the LR deconvolution was applied only within the acoustic focus region of the 
transducer. This is because the lateral PSF for the acoustic focus region is different from that 
for the out-of-focus region, and therefore, the measured lateral PSF (in Section 3.1) cannot be 
used for the out-of-focus region. The extension of the deconvolution algorithm in 3D to the 
out-of-focus region is worthy of future research. 

A 20 MHz transducer was employed to test the 3D deconvolution ARPAM, which is 
sufficient for proof-of-concept experiments. Currently, the resolutions of the deconvolved 
images (lateral: 75 μm; axial: 29 μm) are not comparable to those of high-resolution ORPAM 
systems (several micrometers). It will be interesting to compare in vivo biological images 
acquired by the proposed 3D D-ARPAM system and the high-resolution ORPAM system 
with comparable resolutions of the two systems while the former has the potential to show 
better imaging depth than the latter. To have similar high resolutions as the ORPAM system, 
the 3D D-ARPAM system can employ a high-frequency focused transducer (e.g., 75 MHz). 

From Figs. 3 and 4, we observed that the FWHM of the object in the case of the “One 
individual object” is similar to the FWHMs of the two objects in the case of the “Two close 
objects.” That is, the criterion of FWHM gives similar improvement for one and more-than-
one objects. In the case of “Two close objects”, if the two peak values in the 1D PA profile 
are the same, the improvement by the criterion of the c/spk>0.5 (mentioned in Section 3.2) 
will be similar to that by the criterion of FWHM. The improvement is reduced as the 
difference of the two peak values increases. Thus, we have less improvement by the criterion 
of the c/spk>0.5. Using nominally the same two objects, we are able to experimentally 
calibrate the reduced improvement by the criterion of the c/spk>0.5. 

The 25 μm wires were used to calibrate the spatial resolutions of D-ARPAM because their 
small size is a good approximation of a point source and we can better approach the limit of 
resolution improvement by the LR deconvolution. If a comparable size of samples to the 
resolutions for our original ARPAM system is used, we expect the size of the blurred image 

will be ~ 2  times larger than the original sample size considering the convolution of the two 
Gaussian spatial profiles from the PA emission and the acoustic detection. That is, the 

improvement is ≤ 2  times, which is not the best performance of the D-ARPAM system. 
The SNRs of the deconvolved images are better than the original ones as deconvolution 

will converge the intensity to its original sites, e.g., the aforementioned 10 dB improvement 
by the deconvolution in 3D in Fig. 5. However, the SNRs seem to be degraded in some 
deconvolved images such as Figs. 6 and 7. This may be explained as follows. Before 
deconvolution, there are different values (intensity) for different pixels with the PA signals. 
For simplicity, considering the values a and b (a > b) for two pixels before deconvolution and 
their values a’ and b’ after deconvolution, the reason that we observe seemingly degraded 
SNRs may be because after deconvolution, the value a’ is much enhanced than b’, making the 
b’/a’ smaller than the b/a. That is, the pixel with the value b’ will be dimmer in the 
deconvolved image than the pixel with the value b in the original image. 

5. Conclusions 

In this work, we have developed 3D D-ARPAM using LR deconvolution. The deconvolution 
of PA imaging was performed in 3D for the first time, to our knowledge, to restore images in 
both lateral and axial directions. As demonstrated by imaging bead and wire phantoms, D-
ARPAM provides 3.7 times and 2.7 times finer lateral and axial resolution, respectively, when 
considering one individual object than the original ARPAM. In the case of imaging two close 
objects, D-ARPAM offers 1.8 times and 1.7 times enhancement in the ability to differentiate 
the minimum separation of the two objects in lateral and axial directions, respectively. In vivo 
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study using the 3D D-ARPAM was also investigated on the chick embryo CAM. We believe 
more improvement is possible provided images with a higher SNR. Quantitative evaluation of 
the improved resolution with enhanced SNR is of interest and importance for future study. 
The promising results demonstrated in this work suggest that 3D D-ARPAM enables 
biomedical PA imaging with finer spatial resolution while keeping the system’s original DOF 
and WD. Testing the 3D D-ARPAM using a transducer with a higher central frequency (e.g., 
75MHz) to reveal even finer structure is of great interest for future work. 
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