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As the conventional silicon-based CMOS technology marches toward the sub-10nm region, the problem of

high power density becomes increasingly serious. Under this circumstance, the carbon-nanotube field ef-

fect transistors (CNFETs) emerge as a promising alternative to the conventional silicon-based CMOS devices.

However, they experience a much larger variation than the silicon-based CMOS devices, which results in a

large circuit delay variation and hence, a significant timing yield loss. One of the main variation sources is the

carbon-nanotube (CNT) density variation. However, it shows a special property not existing for silicon-based

CMOS devices, namely the asymmetric spatial correlation. In this work, we propose novel global placement

algorithms to reduce the timing yield loss caused by the CNT density variation. To effectively reduce the

statistical circuit delay, we first develop a statistical delay measure for a segment of gates. Based on this mea-

sure, we further develop a segment-based strategy and a path-based placement strategy to reduce the delays

of the statistically critical paths. Experimental results demonstrated that both of our approaches effectively

improve the timing yield.
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1 INTRODUCTION

As the conventional silicon-based CMOS technology marches toward the sub-10nm region, we
are approaching the ultimate physical limit of the silicon-based CMOS device. Under this cir-
cumstance, many emerging devices are being aggressively investigated. One such device is the
carbon-nanotube field effect transistors (CNFETs). The device structure of a CNFET is shown in
Figure 1(a). It is similar to the conventional silicon-based MOSFET, except that the channel of a
CNFET is composed of a bundle of carbon-nanotubes (CNTs). The major advantages of the CNFET
devices over the silicon-based MOSFET devices are the larger driving current density and smaller
power consumption [7]. It has been reported that a CNFET circuit can have a potential improve-
ment of the energy-delay product, which is regarded as a metric of the energy efficiency, by more
than an order of magnitude over a conventional silicon-based CMOS circuit [19].

However, there are several challenges to be overcome to design very large-scale CNFET cir-
cuits [10, 23, 37]. The main challenges include the density variation of CNTs, the existence of
metallic CNTs, and the misalignment of CNTs. The recent advances in the CNT synthesis process
and the design methodologies for CNFET circuits were able to solve the problems of the existence
of metallic CNTs [15, 21] and the misalignment of CNTs [18, 22]. However, the CNT density vari-
ation still remains as a major problem that affects both the reliability and the performance of the
CNFET circuits, as modeled and analyzed in References [26, 34].

The CNT density variation is due to the lack of precise control during the manufacturing of
CNTs [12, 39]. An example of the CNT alignment is shown in Figure 1(b), from which we can see
that the distance between any two adjacent CNTs varies significantly. A direct consequence of the
density variation is that the driving current of a CNFET has a large variation, since the current
is proportional to the number of CNTs covered under the gate of the CNFET. As a result, CNFET
circuits have a large delay variation [26, 38], leading to a degraded timing yield [9, 12].

A few previous works explored placement techniques to overcome the problem of the large cir-
cuit delay variation caused by CNT density variation. These works exploited a special property
of the CNFET circuit. As we can see from Figure 2, if two CNFETs are aligned in parallel to the
CNT growth direction, which means that their channels cover the same bundle of CNTs, then
their electrical properties are highly correlated. On the other hand, if the channels of two CNFETs
cover different bundles of CNTs, then their electrical properties are highly independent. This spe-
cial property is known as asymmetric spatial correlation [39]. In Reference [1], the authors
proposed a path-healing method that distributes the gates on each near critical path to different
columns along the CNT growth direction during the detailed placement phase. By this approach,
the variation of a path delay is effectively reduced. However, since this method only moves the
gates during the detailed placement phase, the optimization space is limited. Furthermore, the
authors did not consider the interconnect delay, i.e., the delay caused by the parasitics of the in-
terconnect wires, which, according to our study, contributes a large portion to the circuit delay
variation. In our previous work [31], we proposed a timing-driven global placement technique to
optimize the location of the CNFET gates along the critical paths. We introduced a new distribution
force to the force-directed placement framework. The interconnect delay is considered. However,
while the distribution force moves the gates to reduce the variance of the path delay, it may also
increase the mean value of the path delay and, thus, degrade the timing yield.

In this work, to address the drawbacks of the previous works, we propose novel variation-aware
global placement approaches for CNFET circuits. The proposed methods take into consideration
both the mean and the variance of the gate delay and the interconnect delay. To effectively optimize
the statistical circuit delay, we first develop a first-order approximation of the standard deviation
of the stage delay, where a stage is composed of a single gate and the net driven by the gate. Based
on the stage delay approximation, we further develop a statistical delay measure for a segment
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Fig. 1. CNFET structure and CNTs: (a) a 3D view of CNFET [27]; (b) aligned CNT growth [20].

Fig. 2. An illustration of the asymmetric spatial correlation of CNFET circuits: (a) two CNFETs are highly cor-
related together if they are aligned along the CNT growth direction; (b) two CNFETs are almost uncorrelated
if they are not aligned along the CNT growth direction.

of gates. This delay measure is composed of both the mean and the standard deviation of the
delay for that segment. Based on the statistical delay measure, we propose the first variation-
aware global placement method, which is a segment-based method. It identifies the statistically
critical segments of gates in a circuit and then optimizes the statistical delay measure for each
segment. With some modifications to the segment-based method, we propose the second global
placement method, which is path-based. Experimental results showed that the proposed methods
significantly improve the circuit timing yield.

In summary, the main contributions of our work are as follows.

• We propose a novel statistical delay measure for a segment of gates in the CNFET circuit.
The measure is composed of both the mean and the standard deviation of the segment delay,
where the standard deviation is derived from a first-order approximation of the standard
deviation of the stage delay. It takes the asymmetric spatial correlation of the CNT density
variation into consideration.

• We propose a segment-based variation-aware global placement algorithm to improve the
timing yield of the CNFET circuit. It applies a segment-based optimization technique to
relocate the gates in a set of statistically critical segments. It optimizes the statistical delay
measures for those critical segments.

• With some changes to the segment-based approach, we also propose a path-based variation-
aware global placement method.
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Fig. 3. An example of a global placement of six CNFET gates along a path. The horizontal grey lines are
parallel CNTs. The red dashed lines indicate the boundaries of the rows in the row-based standard cell
placement.

The remainder of this article is organized as follows. In Section 2, we introduce the background
on CNT density variation, CNFET standard cell library, and the functional yield and the timing
yield of CNFET circuit. In Section 3, we present our timing model for a CNFET standard cell. Then,
based on the timing model for a standard cell, in Section 4, we present our timing model for a stage
in the circuit, which is composed of a gate and the net driven by the gate. Then, based on our timing
model for a stage, in Section 5, we present our statistical delay measure for a segment. In Sections 6
and 7, we elaborate our proposed segment-based and path-based variation-aware global placement
algorithms, respectively. In Section 8, we present the experimental results. Finally, we conclude the
article in Section 9.

2 BACKGROUND

In this section, we introduce the background on CNT density variation, CNFET standard cell li-
brary used in our study, and the functional yield and the timing yield of the CNFET circuits. Along
this introduction, we show the important process and the design parameters we choose in this
study. We also show that with the chosen parameters, the functional yield is not a major concern
and, thus, it is meaningful to improve the timing yield of the CNFET circuits.

2.1 CNT Density Variation

Because the CNTs are self-assembled without the exact control of their locations [39], CNT density,
defined as the number of CNTs per unit width, varies at different locations on a chip. However,
different from the silicon-based CMOS technology, this variation shows a strong asymmetric

spatial correlation. For different locations along the CNT growth direction, the CNT densities are
highly correlated, while for the locations not along the CNT growth direction, the CNT densities
are highly independent. Figure 3 illustrates this special pattern of CNT density variation. In the
figure, the CNTs are represented by grey lines. As can be seen from the figure, the CNT densities
do not change along the horizontal direction, while they vary along the vertical direction.

The CNT density variation depends on the CNT process parameters. In this work, we use the
CNFET process parameters from the recent literatures. The major CNT process parameters are
listed in Table 1.

The ideal CNTs used in the channel should be semiconducting. However, due to the imperfection
of the manufacturing process, some CNTs are metallic. We assume that the probability of a CNT
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Table 1. CNT Process Parameters Appearing in Recent Literatures [11, 19]
and the Values Used in this Work

parameter meaning value in references
our

choice

μs mean value of inter-CNT pitch before the removal of metallic CNTs 4nm [19] 4nm

I DC index of dispersion for CNT count 0.5 [38] 0.5

pm probability that a CNT is metallic ≤ 0.01 [17] 0.01

pRs conditional probability that a CNT is removed given that it is semiconducting ≤ 0.05 [21] 0.05

pRm conditional probability that a CNT is removed given that it is metallic ≥ 0.9999 [21] 1

ϕC N T diameter of each CNT [1.2nm, 1.8nm] [19] 1.3nm

to be metallic is pm = 0.01 [17]. Fortunately, there exist several effective methods to remove up to
99.99% metallic CNTs [21, 35]. Therefore, in this work, we assume that all the metallic CNTs are
removed and pRm

= 1.
The work in Reference [38] shows that the CNT count covered by a given width W , n(W ),

approximately follows a normal distribution of the form N (W
μs
,

W σ 2
s

μ3
s

), where μs and σs are the

mean and standard deviation of the distance between two adjacent CNTs.
By the metallic CNT removal procedure, all the metallic CNTs are removed and a small portion of

the semiconducting CNTs are also removed. What we are ultimately interested in is the distribution
of the semiconducting CNT count after the metallic CNT removal process. The semiconducting
CNT count covered by a given widthW , ns (W ), also approximately follows a normal distribution
of the form

ns (W ) ∼ N �
�

W

μs,post
,
Wσ 2

s,post

μ3
s,post

�
�
, (1)

where μs,post andσs,post are the mean and standard deviation of the distance between two adjacent
semiconducting CNTs after the metallic CNT removal process.

By using the parameters from Table 1 and the method proposed in Reference [39], we can derive
that

μs,post = 4.253nm,σs,post = 3.085nm. (2)

Since in our study, we assume the non-existence of the metallic CNTs due to the metallic CNT
removal process, all the CNTs are semiconducting. In what follows, when we say a CNT, it refers
to a semiconducting CNT.

2.2 CNFET Standard Cell Library

A standard cell library provides the basic building blocks for designing a digital circuit. Therefore,
to design CNFET circuits, a CNFET standard cell library is needed. Since there is no mature CNFET
standard cell library available, we use the Nangate 45nm standard cell library [16] as the reference
to construct the CNFET standard cells.

In our study, we consider two technology nodes, 14nm and 10nm. Some important design pa-
rameters for our 14nm and 10nm CNFET standard cell libraries are listed in Table 2. For each
standard cell in our 14nm/10nm CNFET standard cell library, we design its schematic, its cell di-
mensions, and its HSPICE model. The schematic of each cell is designed with reference to the
Nangate 45nm standard cell library [16]. The dimension of each cell is scaled from the reference
cell in the Nangate 45nm standard cell library by a ratio of the standard cell height in Table 2 (i.e.,
0.768μm and 0.679μm for 14nm and 10nm technology nodes, respectively) over the standard cell
height of the Nangate library (i.e., 1.4μm). We obtain the HSPICE model for each standard cell by
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Table 2. Parameters for Both 14nm and 10nm Technology Nodes Used in Our Study

parameter value
technology node (nm) 14 10

Vdd (V) 0.5 0.5
CNFET gate length Lд (nm) 9.8 9.5

CNFET contact length Lc (nm) 44.3 38.1
CNFET external length Lext (nm) 4.95 4.5
minimum CNFET gate width (nm) 32 28.8
maximum CNFET gate width (nm) 280 240

CNFET flat band voltage (V) 0.007 0.01
CNFET gate oxide thickness Tox (nm) 2.57 2.51

CNFET gate oxide dielectric constant Kox 13 14
dielectric constant of spacer Kspa 2.775 2.59

standard cell height (μm) 0.768 0.679
standard cell width (relative) 1 0.884

CNT diameter (nm) 1.3 1.3
μs,post (nm) 4.253 4.253
σs,post (nm) 3.085 3.085

interconnect unit capacitance (f F/μm) 0.175 0.165
interconnect unit resistance (Ω/μm) 23.746 29.363

The resistance and the capacitance for unit length of Cu interconnect are derived from ITRS2013

report [14]. μs,post and σs,post are the mean and the standard deviation of the inter-CNT pitch

of the remaining semiconducting CNTs after applying the metallic CNT removal process. Their

values are from Equation (2). Other parameters are taken from Reference [12].

Fig. 4. A CNFET inverter. N-type CNFET and P-type CNFET use different bundles of CNTs as their channels.

applying the Stanford University Virtual Source CNFET HSPICE model [30] to each CNFET that
constitutes the entire standard cell.

According to the layout style of the Nangate library, the gate channel is in parallel to the
Vdd /GND rail. Consequently, for each CNFET cell in our library, the growth direction of CNTs
is in parallel to the row direction along which the standard cells are placed. A CNFET inverter of
this layout style is shown in Figure 4. Note that the P-type and N-type CNFETs cover different
bundles of CNTs.

The recent work in Reference [2] shows that by using an aligned-active layout style, the func-
tional yield of a CNFET circuit can be improved. Therefore, we also apply the aligned-active layout
style in designing our CNFET standard cells. In the aligned-active layout style, the CNFETs in the
pull-up network (PUN) are correlated together as much as possible and the same for the CNFETs
in the pull-down network (PDN). The widths of the CNFETs in each standard cell are determined
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to let the PUN and PDN of the cell have the same delay when the number of CNTs of each CNFET
is chosen as the nominal value.

According to Table 2, the minimum width for a CNFET in either the PUN or the PDN is set
as 32nm and 28.8nm for the 14nm and 10nm technology nodes, respectively. These minimum
widths are able to provide a relatively high functional yield for the CNFET circuits, which we will
show in Section 2.3. The maximum CNFET width is set as 280nm and 240nm for the 14nm and
10nm technology nodes, respectively. Given the maximum CNFET width, when we build a CNFET
standard cell with a large driving strength, if the effective width of a CNFET exceeds the maximum
value, then we apply transistor folding to build that CNFET.

2.3 Functional Yield and Timing Yield

The CNT density variation introduced in Section 2.1 affects both the functional yield and timing
yield of the CNFET circuits. Functional yield is the rate of the manufactured chips that function
correctly. Timing yield is the rate of the manufactured chips that satisfy a given circuit delay
constraint.

Due to the CNT density variation, it is possible that a CNFET contains zero CNT. Since a CNFET
uses CNTs as the channel, a CNFET with zero CNT will fail to function correctly. If a circuit has
at least one CNFET with zero CNT, then the circuit has a functional failure. Therefore, the CNT
density variation could cause the functional yield loss for the CNFET circuits. On the other hand,
for a functional correct circuit, due to the CNT density variation, its delay could be larger than the
required value. Therefore, the CNT density variation could also cause the timing yield loss for the
CNFET circuits.

To design practical CNFET circuits, the first target is to guarantee a sufficiently high functional
yield. This can be realized by choosing a sufficiently large value for the minimum CNFET width.
As we mentioned in Section 2.2, the minimum CNFET width is set as 32nm and 28.8nm for 14nm
and 10nm technology nodes, respectively. In our study, the largest benchmark is the “M1-CORE”
from Reference [24]. By the functional yield analysis method in Reference [36], under the chosen
minimum CNFET width and the CNT process parameters in Table 1, the functional yields of this
benchmark are at least 95.2% and 90.0% for the 14nm and 10nm technology nodes, respectively. For
the other smaller benchmarks used in our study, their functional yields are even higher. Therefore,
choosing the minimum CNFET width as 32nm and 28.8nm for the 14nm and 10nm technology
nodes, respectively, ensures a relatively high functional yield and, hence, the functional yield is
not a major problem. Under this circumstance, our major target is to optimize the timing yield of
a CNFET circuit.

3 GATE DELAY MODELS FOR CNFET STANDARD CELLS

To evaluate the timing of a CNFET circuit, the timing information for each CNFET standard cell
must be characterized. In this section, we first develop the deterministic delay models for the
CNFET standard cells, in which we assume that the CNT counts in the PUN and PDN of CNFET
standard cells are fixed. Then, based on the deterministic models, we develop statistical delay
models for the CNFET standard cells, in which we assume that the CNT counts are random. In
both the deterministic and the statistical delay models, we characterize the gate intrinsic delay d0,
the output resistance Rout , the input slew rate coefficient k , and the input capacitanceCin for each
CNFET standard cell in the library.

3.1 Deterministic Gate Delay Model

In this section, we develop the deterministic gate delay models for the CNFET standard cells. They
will be used later to obtain the statistical gate delay models for the CNFET cells.
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For a conventional CMOS gate, the work in Reference [6] presents the following gate delay
model:

dдate = d0 + Rout ·Cload + k ·Sin , (3)

where d0 is the intrinsic gate delay, Rout is the output resistance of the gate, Cload is the load
capacitance at the output of the gate, k is a constant coefficient, and Sin is the input slew rate.
Note that the effect of the self-loading capacitance of the standard cell on its delay is included in
the intrinsic gate delay d0. Cload is the total loaded capacitance at the output of the standard cell
excluding its self-loading capacitance. Thus, Cload is independent of its driving standard cell.

In our work, we also apply Equation (3) to model the gate delay of a CNFET standard cell. The
values d0, Rout , and k are intrinsic to each specific CNFET standard cell. Furthermore, since the
number of CNTs in the channel of a CNFET affects the driving current and the delay of the CNFET,
the values of d0, Rout , and k also depend on the CNT count. To obtain the deterministic gate delay
model for each CNFET standard cell, we characterize the values of d0, Rout , and k for different
CNT counts, and the characterization results are stored in look-up tables.

Indeed, depending on whether the PUN or the PDN of the CNFET cell is turned on, the values
d0 and Rout are related to either the CNT count in the PUN or that in the PDN. Therefore, we
further distinguish the intrinsic gate delay into the one when the PUN is on, d0,PU N , and the one
when the PDN is on, d0,P DN . Similarly, we distinguish the output resistance into the one when
the PUN is on, Rout,PU N , and the one when the PDN is on, Rout,P DN . For each CNFET standard
cell, we characterize d0,PU N and Rout,PU N for different CNT counts in the PUN of the cell; we
characterize d0,P DN and Rout,P DN for different CNT counts in the PDN of the cell. Based on our
characterization results, we find that the value of k is almost independent of the CNT counts in the
PUN and PDN of the cell. Therefore, we characterize the coefficient k by assuming the nominal
CNT counts in the PUN and PDN of the cell. Here, the nominal CNT count is obtained by assuming
that the distance between any two adjacent CNTs is μs,post = 4.253nm (see Equation (2)).

We simulate the HSPICE model of each CNFET standard cell, which is described in Section 2.2,
and obtain the constant coefficient k and the relations of d0,PU N , d0,P DN , Rout,PU N , and Rout,P DN

versus CNT count for each CNFET standard cell. The results are stored in the corresponding look-
up tables.

To use the deterministic gate delay model, when we are given a specific CNFET standard cell,
the CNT counts in its PUN and PDN, the input slew rate Sin , and the output capacitanceCload , we
can obtain the gate delay as

dдate = max
{
d0,PU N + Rout,PU N ·Cload + k ·Sin , d0,P DN + Rout,P DN ·Cload + k ·Sin

}
, (4)

where the values d0,PU N , d0,P DN , Rout,PU N , Rout,P DN , and k are obtained from the look-up table
based on the cell type and the CNT counts. Note that in our work, we perform the topological
timing analysis, ignoring the logic functions of the gates. Therefore, the gate delay is obtained as
the larger one between the delay of the PUN and the delay of the PDN.

Another important parameter that we characterize for each standard cell is the input capacitance
Cin . This contributes to the load capacitance Cload of each driving gate and hence, the timing of
a CNFET circuit. To characterize the input capacitance of a cell, for an input pin of the cell, we
obtain the CNFETs controlled by that pin. Then, the total input capacitances of these CNFETs
in the PUN of the standard cell for different CNT counts in the PUN are obtained numerically
by using the Stanford University Virtual Source CNFET Matlab Model [30]. The same is done to
obtain the total input capacitances of the CNFETs for different CNT counts in the PDN. To use the
input capacitance characterization result, when we are given a specific CNFET standard cell and
the CNT counts in its PUN and PDN, we can obtain the input capacitance of the standard cell as
the sum of the total input capacitances in its PUN and PDN for the given CNT counts.
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3.2 Statistical Gate Delay Model

To implement the statistical static timing analysis (SSTA) to guide the statistical timing optimiza-
tion in this study, we establish the statistical timing model for the cells in our CNFET standard cell
library.

In the delay model shown in Equation (4),Cload is a variable independent of the specific CNFET
standard cell. The existence of the variable Cload in the max operator makes the further mathe-
matical handling difficult. For simplification, we approximate the gate delay shown in Equation (4)
by the following equation:

dдate = max
{
d0,PU N ,d0,P DN

}
+max

{
Rout,PU N ,Rout,P DN

} ·Cload + k ·Sin . (5)

It can be seen that the value calculated by Equation (5) is always an upper bound of the value
calculated by Equation (4). We further define

d0,max = max
{
d0,PU N ,d0,P DN

}
,Rout,max = max

{
Rout,PU N ,Rout,P DN

}
. (6)

Then, the gate delay shown in Equation (5) can be further represented as

dдate = d0,max + Rout,max ·Cload + k ·Sin . (7)

For simplicity, in what follows, we refer to d0,max as the intrinsic gate delay and Rout,max as the
output resistance of a given gate.

In the statistical gate delay model, d0,max and Rout,max are random variables. As we will show
later, our proposed statistical timing model for a CNFET circuit depends on the mean and the
standard deviation of the random variables d0,max and Rout,max for each CNFET standard cell. To
characterize these values, for each CNFET standard cell, we randomly generate 10,000 sets of the
CNT counts in the PUN and the PDN based on the normal distribution shown in Equation (1). For
each set of the CNT counts, we first obtain the values d0,PU N , d0,P DN , Rout,PU N , and Rout,P DN

through the look-up table and then obtain the values d0,max and Rout,max by Equation (6). Then,
the mean and the standard deviation ofd0,max (Rout,max ) are obtained as the mean and the standard
deviation of the 10,000 samples of d0,max (Rout,max ).

In the statistical timing model, the input capacitance Cin is also a random variable. As we will
show later, our proposed statistical timing model for a CNFET circuit also depends on the mean
and the standard deviation of the random variable Cin for each CNFET standard cell. We also use
random simulation together with table look-up to obtain the mean and the standard deviation of
Cin for each CNFET standard cell.

4 STAGE DELAY MODEL

Based on the delay models presented in the Section 3, in this section, we present the stage delay
model, which will be used in Section 5 below to obtain the statistical delay measure for a segment.
The stage delay is defined as the delay from the input of a driving gate to the input of a driven gate.
It is evaluated as the sum of the delay of the driving gate and the delay caused by the interconnect
wire. It gives the delay of one stage of a path in the circuit. In this section, we first describe how
we model the stage delay. Then, we show simplified approximations to the mean and the standard
deviation of a stage delay, which will play an important role for calculating the statistical delay
measure for a segment.

4.1 Modeling Stage Delay

We use the example shown in Figure 5(a) to illustrate the modeling of the stage delay. Suppose that
the driving gate is the gateGi and it drivesmi gatesGi1 , . . . ,Gimi

, where i1, . . . , imi
are the indices

of these mi gates. We evaluate the stage delay from the input of the driving gate Gi to the input
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Fig. 5. An example to illustrate the stage delay modeling: (a) a CNFET gate driving a number of gates; (b)
the RC tree for the interconnect in (a).

of the gate Gil
for a specific 1 ≤ l ≤ mi . The interconnect wires between the driving gate and the

driven gates are modeled as an RC tree shown in Figure 5(b), in which each wire connecting the
driving gate and a driven gate is represented using a π -model [32]. The delay caused by the output
resistance of the driving gate and the interconnect wire is obtained by applying the Elmore delay
model to the RC tree [8]. Then, the stage delay is the sum of the gate intrinsic delay, the delay
caused by the input slew, and the delay caused by the output resistance of the driving gate and the
interconnect wire. For this example, the stage delay is

dst,i = d0,max,i + ki ·Sin,i + Rout,max,i · ��
�

mi∑
j=1

Cw,i,i j
+Cin,i j

��
�
+ Rw,i,il

·
(

1

2
Cw,i,il

+Cin,il

)
, (8)

where d0,max,i , ki , Sin,i , and Rout,max,i are the intrinsic delay, input slew rate coefficient, input
slew rate, and the output resistance, respectively, of the driving gate Gi , Cw,i,i j

and Rw,i,i j
are the

parasitic capacitance and resistance, respectively, of the interconnect wire between the driving
gate Gi and the driven gate Gi j

, and Cin,i j
is the input capacitance of the driven gate Gi j

.
The parasitic capacitanceCw,i, j and resistance Rw,i, j of the interconnect wires are calculated as

Cw,i, j = cunit · HPWLi, j , Rw,i, j = runit · HPWLi, j ,

where cunit and runit are the parasitic capacitance and resistance, respectively, per unit length of
the interconnect wire, andHPWLi, j is the half perimeter wire-length (HPWL) between the gatesGi

andG j [6]. Since during the global placement, the routing is not done yet, the precise information
of the interconnect wire is not available. Therefore, we can only estimate the interconnect parasitic
parameters. Since HPWL is widely used for delay estimation during the global placement [6, 29],
we use it to estimate the interconnect wire length in our stage delay timing model.

4.2 Mean and Standard Deviation of Stage Delay

In this section, we show the simplified approximations to the mean and the standard deviation
of the stage delay used in our work. They are used later on for simplifying both the evaluation
of the proposed statistical delay measure for a segment and the statistical static timing analysis.
Nevertheless, they are accurate enough for providing a guideline in our optimization flow.
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We approximate the mean of the stage delay by the nominal value of the stage delay, i.e.,

μ
(
dst,i
) ≈ dnom

st,i , (9)

where dnom
st,i is calculated by Equation (8) using the mean values of the parameters d0,max,i ,

Rout,max,i , and Cin,i characterized by the method described in Section 3.2.
Next, we show how we obtain an approximation to the standard deviation of the stage delay. Ac-

cording to the expression for the stage delay in Equation (8), we can obtain the standard deviation
of the stage delay as

σ1 = σ (dst,i )

= σ
��
�
d0,max,i + ki ·Sin,i + Rout,max,i · ��

�

mi∑
j=1

Cw,i,ij +Cin,ij
��
�
+ Rw,i,il

·
(

1

2
Cw,i,il

+Cin,il

)��
�
.

(10)

In the above equation, the intrinsic gate delay d0,max,i and output resistance Rout,max,i are ran-
dom variables depending on the CNT counts in the driving gate. The input capacitances Cin,i j

’s
are random variables depending on the CNT counts in the driven gates. The other variables in the
equation are constants.

In our statistical timing characterization of the CNFET standard cells, we found that the standard
deviation of the output resistance of the driving gate (i.e., σ (Rout,max,i )) is much larger than those
of the intrinsic gate delay of the driving gate and the input capacitances of the driven gates (i.e.,
σ (d0,max,i ) and σ (Cin,i j

)). Therefore, we propose the following approximation to the standard
deviation of the stage delay,

σ2 = σ
(
Rout,max,i

) · ��
�

mi∑
j=1

Cw,i,i j
+ μ
(
Cin,i j

)��
�
, (11)

where μ (Cin,i j
) is the mean value of the input capacitance Cin,i j

characterized by the method de-
scribed in Section 3.2.

To validate that the σ2 shown in Equation (11) is a close approximation to the σ1 shown in Equa-
tion (10), we did Monte Carlo simulation on the benchmark “PID controller” from Reference [24],
which has 3,102 nets. We used 14nm CNFET standard cell library. We performed a global place-
ment to obtain the location of each gate in the benchmark. For each net in the benchmark, we
randomly generated 1,000 sets of CNT counts for the driving and driven gates and calculated the
standard deviations σ1 and σ2 based on these 1,000 samples. Then we obtained the mean values
μ (·) and standard deviations σ (·) of the σ1’s and σ2’s over all 3,102 nets. The results are

μ (σ1) = 7.0017,σ (σ1) = 26.9360, (12)

μ (σ2) = 6.7920,σ (σ2) = 26.9345. (13)

It can be seen that the mean and the standard deviation of σ2 are very close to the respective
values of σ1. Furthermore, we also computed the absolute error defined as |σ2 − σ1 | for each net.
The mean and standard deviation of the absolute errors over all the nets are 0.2100 and 0.1720,
respectively. These values are very small compared to the mean and standard deviation ofσ1 shown
in Equation (12). This indicates that σ2 is a close approximation to σ1.

Therefore, we conclude that

σ
(
dst,i
) ≈ σ

(
Rout,max,i

) · ��
�

mi∑
j=1

Cw,i,i j
+ μ
(
Cin,i j

)��
�
= σ
(
Rout,max,i

) ·Cnom
load,i , (14)
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where we define

Cnom
load,i =

mi∑
j=1

Cw,i,i j
+ μ
(
Cin,i j

)
.

Notice that the output resistance Rout,max,i of the driving gate is obtained by our statistical
gate delay characterization method for each individual CNFET standard cell, which is described in
Section 3.2. Equation (14) also indicates that the variation of the output resistance of the driving
gate dominates the variation of the stage delay.

In summary, Equations (9) and (14) give approximations to the mean and the standard deviation
of the stage delay, respectively. They will be used later in our statistical measure of segment delay.

5 STATISTICAL DELAY MEASURE FOR A SEGMENT

A segment is a sequence of connected gates as part of a path in the circuit. In this section, we
introduce a statistical delay measure for a segment, which will be used in our statistical timing
optimization process. The calculation of the statistical delay measure depends on the correlation
matrix for a CNFET circuit, which we introduce next.

5.1 Correlation Matrix for CNFET Circuits

CNFET circuits have a larger spatial variation than conventional silicon-based CMOS circuits.
However, the variation of a CNFET circuit exhibits the unique asymmetric spatial correlation, as we
mentioned in Section 2.1. This feature provides us with an opportunity to explore new techniques
to reduce the performance degradation of a CNFET circuit caused by the CNT density variation.

In our work, we characterize the spatial variation of a CNFET circuit using a correlation ma-
trix M . Given a set of N CNFET gates G1, . . . ,GN and a global placement of them, the correlation
matrix is an N -by-N matrix constructed as follows. For two CNFET gates Gi and G j , if their geo-
metric centers belong to the same row of the row-based standard cell placement, we treat them as
completely correlated and set the entries Mi, j and Mj,i as 1, where Mi, j denotes the entry at row i
and column j of the matrix M . Otherwise, the entries Mi, j and Mj,i are set as 0. The entries Mi,i ’s
are all set as 1. We illustrate how to build the correlation matrix in the following example.

Example 5.1. Consider the global placement shown in Figure 3. The CNTs, indicated by the grey
lines in the figure, are grown horizontally. The red dashed lines indicate the boundaries of the
rows in the row-based standard cell placement. The gates G1 and G2 have their geometric centers
in the same row and the same for the gatesG5 andG6. Therefore, the entries M1,2 = M2,1 = M5,6 =

M6,5 = 1. However, the geometric centers of the gates G3 and G4 are at different rows. Therefore,
the entries M3,4 = M4,3 = 0. The entire correlation matrix for these 6 gates is

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

5.2 Statistical Delay Measure for a Segment

In this section, we present our proposed statistical delay measure for a segment. In statistics, for
a given random distribution on a single variable and a percentage k , we can obtain a value α such
that the interval [μ − ασ , μ + ασ ] contains k percent of the population following the given random
distribution, where μ is the mean and σ is the standard deviation of the distribution. For example,
for a normal distribution and k = 99.7, we have α = 3.
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Given the CNT density variation, the delay of a CNFET circuit is a random variable. Suppose
that the mean and the standard deviation of the circuit delay are μckt and σckt , respectively. Since
we want to improve the timing yield, it is equivalent to reducing the sum μckt + ασckt that cor-
responds to a given yield of the circuit. Therefore, we can use μckt + ασckt as a cost function for
minimization. For simplicity, we choose α = 3 in our experiments.

However, since the mean value μckt and the standard deviation σckt depend on all the gates
in the circuit, they take a large computational effort to calculate. Furthermore, it is hard to opti-
mize μckt + ασckt directly. Instead, we select statistically critical segments and minimize μ (dseд ) +
ασ (dseд ) of them, where dseд denotes the delay of a segment. This process effectively improves
the statistical performance of the whole circuit. We refer to μ (dseд ) + ασ (dseд ) as the statistical

delay measure for a segment. Next, we will derive the expressions for μ (dseд ) and σ (dseд ).
Assume that there are n gates G1,G2, . . . ,Gn along a segment. Each gate drives a stage in the

segment. Then, the segment delay dseд is the sum of the stage delays over all the stages, i.e.,

dseд =

n∑
i=1

dst,i ,

where dst,i is calculated by Equation (8).
By Equation (9), the mean of the segment delay is

μ
(
dseд

)
= μ �

�

n∑
i=1

dst,i
�
�
=

n∑
i=1

μ
(
dst,i
) ≈

n∑
i=1

dnom
st,i . (15)

The variance of the segment delay is

σ 2 (dseд ) = σ 2 �
�

n∑
i=1

dst,i
�
�
=

n∑
i=1

σ 2 (dst,i ) + 2
∑

1≤i<j≤n

σ (dst,i )σ (dst, j )ρ (dst,i ,dst, j ),

where ρ (X ,Y ) represents the correlation coefficient between two random variables X and Y . By
Equation (14), we further have

σ 2 (dseд ) ≈
n∑

i=1

(
Cnom

load,i

)2
σ 2 (Rout,max,i

)

+ 2
∑

1≤i<j≤n

Cnom
load,iC

nom
load, jσ (Rout,max,i )σ (Rout,max, j )ρ (dst,i ,dst, j ).

(16)

Since as we showed in Section 4.2, the variation of the output resistance of the driving gate
dominates the variation of dst,i , we have

ρ (dst,i ,dst, j ) ≈ ρ
(
Cnom

load,i ·Rout,max,i ,C
nom
load, j ·Rout,max, j

)
= ρ (Rout,max,i ,Rout,max, j ).

Due to the asymmetric spatial correlation of the CNFET circuits, we treat ρ (Rout,max,i ,
Rout,max, j ) as 1 if the geometric centers of the gates Gi and G j are in the same row, and 0 oth-
erwise. Therefore, ρ (Rout,max,i ,Rout,max, j ) = Mi, j , where Mi, j is the entry at row i and column j
of the correlation matrix M on the gates G1, . . . ,Gn .

To further simplify Equation (16), for a gate Gi , we define di = C
nom
load,i

σ
(
Rout,max,i

)
, and the

vector �D = [d1,d2, . . . ,dn].
Then, Equation (16) can be simplified as

σ 2 (dseд ) ≈ �DM �DT ,
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and the standard deviation of the segment delay is

σ (dseд ) ≈
(
�DM �DT

) 1
2 . (17)

By Equations (15) and (17), the statistical delay measure for a segment is calculated as

μ (dseд ) + ασ (dseд ) ≈
n∑

i=1

dnom
st,i + α ·

(
�DM �DT

) 1
2 . (18)

Although this analysis is done for the segment, we can do the same analysis for a full path in a
circuit and derive a similar way to calculate the statistical delay measure of a path. The proposed
statistical delay measure for both segment and path will be used in our optimization flows.

6 THE PROPOSED SEGMENT-BASED GLOBAL PLACEMENT METHOD

In this section, we present our proposed segment-based variation-aware global placement method.
One novelty of this method is that it is a segment-based approach, which is different from the
conventional path-based or net-based global placement method. This approach first identifies a set
of statistically critical segments and then optimizes them. The optimization target is the statistical
delay measure, which is composed of the mean and the standard deviation of the segment delay.
Although it is not equal to our final target, the timing yield, it has a strong correlation with the
timing yield: as we will validate in Section 8.1 through Monte Carlo simulation, with the statistical
delay measure decreasing, the circuit timing yield increases. Therefore, we choose the statistical
delay measure as our optimization target. We begin by showing the overall flow. Then, we describe
three key subroutines in the flow.

6.1 Overall Flow

The overall flow of our proposed variation-aware global placement approach is shown in Algo-
rithm 1. The input is a circuit netlist. After performing an initial placement (Line 1), a preliminary
timing-driven force-directed placement is applied to distribute all of the standard cells within the
placement region [28] (Line 2). We stop the preliminary placement when the average overlap per-
centage of the standard cells is below a predefined threshold, which is set as 25% in our experi-
ments. After that, the flow performs an optimization loop (Lines 3–9). At the beginning of each
iteration, since the locations of some gates are changed in the previous iteration, the timing infor-
mation of the gates in the circuit is updated. Then, the statistical static timing analysis (SSTA) is
called to obtain the statistical timing information of the CNFET circuit (Line 4). How we perform
the SSTA will be described in detail in Section 6.2.

The key idea of the proposed technique is to adjust the locations of the gates on the statisti-
cally critical segments to reduce their statistical delay measures calculated by Equation (18). After
performing the SSTA, a set of statistically critical segments are selected for optimization (Line 5).
The selecting procedure will be described in detail in Section 6.3. For each selected segment, we
optimize the location of each gate on it (Line 7). The details of this optimization procedure will be
discussed in Section 6.4. After all the selected segments are optimized, the next iteration begins.

The iteration stops when the terminating condition is satisfied. For this method, the terminating
criterion will be checked after two iterations are finished. If the metric μckt + 3σckt of the current
iteration is larger than that of the previous iteration, then the placement result of the previous
iteration is returned. Here, μckt and σckt are the mean and the standard deviation of the circuit
delay evaluated by SSTA, respectively. Otherwise, if the difference of the metric μckt + 3σckt be-
tween these two successive iterations is less than a threshold ϵ , then the placement result of the
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ALGORITHM 1: Procedure of the segment-based variation-aware global placement.

Input: an input netlist.

Output: final global placement result.

1 do an initial placement;

2 do a preliminary timing-driven global placement;

3 repeat

4 do statistical static timing analysis (SSTA) and obtain timing information of the circuit;

5 choose a set R of statistically critical segments (see Algorithm 2);

6 for each selected statistically critical segments in R do

7 optimize the statistical delay measure for this segment by relocating its gates (see Algorithm 3);

8 end

9 until terminating condition is satisfied;

10 return final global placement result;

current iteration is returned. The value ϵ is chosen as 0.02 times the value μckt + 3σckt of the input
placement result.

Note that this proposed method belongs to the global placement phase, because the overlap
of standard cells is allowed. To produce a legal layout from the output of our global placement
method, a legalization method should be further applied.

6.2 Statistical Static Timing Analysis

Statistical static timing analysis is applied here to obtain the statistical timing information of the
CNFET circuit, which is used later to select the statistically critical segments. To perform an accu-
rate SSTA, a method based on non-normal distribution approximation can be used [5]. However,
it requires much more computation effort than the SSTA based on normal distribution approxima-
tion [3, 4]. Since the SSTA is just used to provide a guideline for selecting the statistically critical
segments, we do not require it to be very accurate. Therefore, we approximate the stage delay dis-
tribution, which is the basic component used in SSTA, as a normal distribution. This reduces the
runtime of SSTA and hence, our optimization procedure. Specifically, we approximate the random
variable dst,i as

dst,i ≈ μ (dst,i ) + σ (dst,i ) · Δx , (19)

where Δx is a random variable that follows the standard normal distribution N (μ = 0,σ = 1). Fur-
thermore, by substituting Equations (9) and (14) into Equation (19), we obtain

dst,i ≈ dnom
st,i +C

nom
load,i · σ

(
Rout,max,i

) · Δx . (20)

We apply Equation (20) to the block-based SSTA method proposed in References [3, 4] to obtain
the distributions of the arrival time, the required arrival time, and the slack at each vertex in
the timing graph of the CNFET circuit. Specifically, after we obtain the mean and the standard
deviation of the arrival time μAT and σAT at the terminal vertex by forward traversal, we set the
required arrival time at the terminal vertex as β ·(μAT + 3σAT ) with β = 0.9 and traverse back to
calculate the required arrival time and the slack at each vertex. Then, the probability of the slack
being less than zero is computed for each vertex [13]. This probability is referred to as the violation

probability at the vertex [33], and it will guide us to select the statistically critical segments.
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6.3 Selecting Statistically Critical Segments

A key step in the proposed algorithm is to select a set of statistically critical segments to be op-
timized (Line 5 in Algorithm 1). We describe this step in this section. The procedure is shown in
Algorithm 2.

ALGORITHM 2: Procedure for selecting a set of statistically critical segments.

Input: a timing graph after SSTA.

Output: a set of selected statistically critical segments R.

1 R ⇐ ∅;
2 for each statistically critical vertex n do

3 expand n into segments in the original timing graph towards the terminal vertex;

4 add the first reported statistically critical segment into the set R;

5 end

6 Q ⇐ top q source statistically critical vertices with the highest violation probabilities;

7 for each vertex n in the set Q do

8 expand n into segments in the original timing graph towards the terminal vertex;

9 add the first k reported statistically critical segments into the set R;

10 end

11 prune the segments fully contained in other selected segments from the set R;

12 return R;

After doing the SSTA on the timing graph, we first identify all the vertices with violation prob-
abilities larger than a threshold pth . We call them statistically critical vertices. These vertices
are very likely to lie on the critical paths and should be optimized to improve the statistical perfor-
mance of the circuit, such as the timing yield. Our method is to link these vertices into segments,
which we call statistically critical segments.

To achieve this, we expand each statistically critical vertex into a set of statistically critical seg-
ments (Lines 2–5). For each vertex, the expansion procedure (Lines 3) is as follows. It is an iterative
process and begins with the specific statistically critical vertex. At each iteration, we always keep a
list of topm partial segments with the largest violation probability of the last vertex. At the begin-
ning of each iteration, we first identify the segment in the list with the largest violation probability
of its last vertex and delete it from the list. If its last vertex is the terminal vertex of the original
timing graph, or it is not statistically critical, then we report this segment; otherwise, we expand
this segment by adding to it each fanout vertex of its last vertex to obtain new segments. These
new segments are then inserted into the list. The list is reordered based on the violation probabili-
ties of the last vertices of the segments and the topm segments are kept. The expansion procedure
terminates when the first statistically critical segment has been reported and the segment is added
into the set R (Line 4).

After that, we choose the top q source statistically critical vertices with the highest violation
probabilities and form a set Q (Line 6). A source statistically critical vertex is a statistically
critical vertex with no statistically critical fanins. For each vertex inQ , we expand it into segments
with the same expansion procedure described above (Line 8). We select the first k reported seg-
ments and add them into the set R (Line 9). Finally, we prune the segments fully contained in the
other segments in the set R to refine the set of segments to be optimized (Line 11). In our study,
we set pth = 0.001, m = 10, q = 5, and k = 5. These parameters are chosen to reduce the runtime
while maintaining the optimization quality.
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Since the vertices on these segments in the set R have larger violation probabilities than other
vertices, they have a larger probability to be on the critical path of the circuit. By optimizing these
segments, the timing yield of the circuit will be improved implicitly.

We now analyze the worst-case time complexity of Algorithm 2. We denote the total number of
the statistically critical vertices as Nc . We first consider the time complexity of expanding one ver-
tex and reporting any number of statistically critical segments. In each iteration of this procedure,
one segment is chosen and expanded. Suppose the segment has t fanouts at its last vertex. Then,
t new segments are created. Each is obtained by adding one fanout to the original segment. Each
new segment is compared to the segments maintained in the current ordered list of sizem. It may
or may not replace an existing segment in the list depending on the violation probability of its last
vertex. Since the sizem of the list is a constant and the number of fanouts t is usually bounded by a
constant, we can treat the runtime of each iteration as a constant. Thus, the worst-case time com-
plexity is bounded by the maximal number of iterations in the expansion procedure for a vertex.

Now, we derive the maximal number of iterations. For this purpose, we view the list as a set of
m containers, each containing a segment. The container indices are fixed and not affected by the
sorting. We use an m-tuple to represent the status of iterations in the expansion procedure. The
ith entry in the m-tuple records the number of vertices in the segment in the ith container of the
list at the beginning of the current iteration. Since except the last vertex, all the other vertices on
a segment in the list are statistically critical, thus, each entry in the m-tuple can be any integer
between 0 and (Nc + 1). For the first iteration, the m-tuple has a single 1 and all of its remaining
entries are 0. In any later iteration, the segment expansion and replacement step can be abstracted
as the following operation to them-tuple: an arbitrary entry in them-tuple is chosen and increased
by 1; then, this new value replaces a number (which could be zero) of the other entries in the m-
tuple. It can be proved that during the entire expansion procedure, the samem-tuple will not appear
twice. Therefore, the maximal number of iterations is equal to the total number of different m-
tuples. Since each entry of them-tuple takes an integer value between 0 and (Nc + 1), the maximal
number of iterations is (Nc + 2)m = O (Nc

m ).
Since we need to report the first segment for each of the Nc statistically critical vertices and the

first k segments for each vertex in the set Q of size q, the total number of expansion procedures is
Nc + q. Given thatq ≤ Nc , the total runtime isO (Nc

m+1). Although the worst-case time complexity
is high, the worst cases rarely happen. The actual runtime is still acceptable.

An experiment was done on the benchmark “PID controller” to show the effectiveness of our
method for selecting the statistically critical segments. 14nm CNFET standard cell library was used.
Our method was applied to the global placement result and it selected a set of 17 segments. To see
the effect, we also generated 2000 samples of the CNFET circuit with random CNT counts. For
each circuit sample, we obtained its top one critical path, which determines the circuit delay. For
the 2,000 generated sample circuits, we obtained a set Spath of 2,000 paths. Then, for each selected
segment, we checked whether it appears in each path in the set Spath . If at least three gates linking
consecutively in a segment are contained in a path in Spath , then the segment is considered to
appear in that path. As a result, each of the top 14 selected segments appears in more than 95%
of the paths in the set Spath .This demonstrates the effectiveness of our approach for selecting the
statistically critical segment.

6.4 Optimizing Statistical Delay Measure for a Single Segment

Another key step in the proposed algorithm is to optimize the statistical delay measure for a se-
lected segment (Line 7 in Algorithm 1). We describe this step in this section. The detailed procedure
is shown in Algorithm 3.
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Fig. 6. The eight surrounding grids of a gate, which are searched for the optimal location of the gate.

At the beginning, the statistical delay measure for the input segment sд is calculated by Equa-
tion (18) based on the current locations of all the gates on the segment (Line 1). Then, an opti-
mization loop is carried out (Lines 2–17). At the beginning of each iteration, the statistical delay
measure for the segment of the previous iteration is recorded (Line 3). During each iteration, the
gates along the segment are moved one by one to find their optimal locations that give the minimal
statistical delay measure for the entire segment (Lines 4–16). Equation (18) is used to calculate the
statistical delay measure for the segment as the gates are moved; it considers the spatial correla-
tion of the gates on the segment. After the statistical delay measure is optimized at the end of each
iteration, the improvement of the delay measure over the previous iteration is compared against a
threshold th (In our case, th is chosen as 2%). If the improvement is smaller than th, then the entire
optimization loop terminates; otherwise, it proceeds to the next iteration (Line 17).

During each iteration, we optimize the location of each gate one by one (Line 4). However, we
skip the first and last cells of the segment, since we want to minimize the disturbance to the other
part of the circuit caused by relocating the cells along this segment. Furthermore, if a gate on the
segment has already been moved, because it belongs to a statistically critical segment that we have
handled before, then we also skip this gate. To search for the optimal location for a gateGi , its sur-
rounding region is divided into eight grids, as shown in Figure 6. Initially, the grid width and height
are set as 1

3 of the width and height, respectively, of the bounding box of the input and output nets
of the gate (Lines 5–6). The gate is moved to the center of each of the eight grids and the statisti-
cal delay measure for the corresponding segment is obtained (Line 8). The grid дdj that gives the
minimum statistical delay measure among the eight grids is then chosen. If the minimum measure
is smaller than the statistical delay measure for the current segment, then the gate is moved to the
center of the grid дdj and the eight grids around the new location are searched again for a bet-
ter location (Lines 9–11). Otherwise, the grid width and height are reduced by half and the eight
surrounding grids with reduced size are searched for a better location (Line 13). The procedure
for searching a better location for a gate stops when the grid size is smaller than a threshold hmin

(Line 7). In this case, the procedure continues toward the next gate. Since this process is greedy, the
statistical delay measure for the segment decreases as more gates along the segment are optimized.

We now analyze the worst-case time complexity of Algorithm 3. Assume that the number of
gates on a segment is Ns . First, we consider one gate on the segment that is being relocated.
Suppose that there are K gates in the circuit in total. A valid assumption is that the placement
area is proportional to K . We suppose the area isA = aK , where a is a constant. Suppose the initial
grid width and height for the gate are w1 and h1, respectively. The grid size will be reduced as
the while loop proceeds. Suppose the ith grid size has its width as wi and its height as hi . We
have wi = w1/2

i−1 and hi = h1/2
i−1. Without loss of generality, assume that w1 ≥ h1. Then, the

number of different grid sizes is дn = �log2 (h1/hmin )	, which is a constant. For each grid size, the
gate needs to be moved inside the placement region to find its best location. The total number of
movements is bounded by the total number of grids of that size in the entire placement region.
Thus, for the ith grid size, the total number of movements is bounded by aK/(wihi ). Note that
once the gate is moved into a new grid, the eight adjacent grids of that new grid will be evaluated.
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ALGORITHM 3: Procedure for optimizing the statistical delay measure for a single segment.

Input: a segment sд of N gates.

Output: the segment sд with optimal gate locations to minimize the statistical delay measure.

1 calculate the statistical delay measure for sд; denote it as cost ;

2 repeat

3 costpr ev ⇐ cost ;

4 for each gate Gi other than the first and last ones on the segment sд that has not been moved in other

segments do

5 get the bounding box of the input and output nets of Gi ;

6 initialize the grid width Δx and height Δy to be 1
3 of the width and height of the bounding box,

respectively;

7 while Δx ≥ hmin and Δy ≥ hmin do

8 move Gi to the center of each of the 8 adjacent grids and record the grid with the

minimum statistical delay measure; denote the minimum delay measure as costmin ;

9 if costmin < cost then

10 move the gate to the grid giving costmin ;

11 cost ⇐ costmin ;

12 else

13 Δx ⇐ Δx
2 ; Δy ⇐ Δy

2 ;

14 end

15 end

16 end

17 until (costpr ev − cost )/costpr ev < th;

18 return sд;

For each evaluation, the amount of computation is dominated by the calculation of the statistical
delay measure of the updated segment by Equation (18). This calculation is dominated by a matrix-
vector multiplication, where the matrix is of sizeNs × Ns and the vector is of sizeNs . Thus, for each
movement of the gate, the runtime isO (N 2

s ). Consequently, for the ith grid size, the total runtime is
aK/(wihi ) ·O (N 2

s ) = 4i−1 · aK/(w1h1) ·O (N 2
s ). Therefore, the total runtime to determine the best

location for one gate is
∑дn

i=1 4i−1 · aK/(w1h1) ·O (N 2
s ). Given that w1, h1, a, and дn are constants,

the total runtime for one gate is O (N 2
s K ). Assume that the average number of iterations needed

to cause the improvement of the statistical delay measure to be less than the threshold th is a
constant. Then, the overall runtime to optimize a segment of Ns gates is O (N 3

s K ).

7 THE PROPOSED PATH-BASED GLOBAL PLACEMENT METHOD

Besides the segment-based approach proposed in the previous section, in this section, we propose
a path-based global placement method to improve the timing yield of CNFET circuits. It is similar
to the segment-based approach except that it optimizes the near critical paths of the circuit. The
procedure of the method is shown in Algorithm 4.

In this method, similar as the segment-based method, we first do an initial placement (Line 1),
followed by a preliminary timing-driven placement targeting at reducing the nominal delay
(Line 2). Then, the procedure enters into an optimization loop with the same termination con-
dition as the segment-based method (Lines 3–10). At the beginning of each iteration, we apply a
static timing analysis (STA) to extract the near critical paths of the circuit (Lines 4–5). The paths
with nominal delay larger than 0.9 times the nominal circuit delay are selected as the near critical
paths. If the number of these selected paths exceeds an upper bound of 1,000, then only the top
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1,000 paths are selected. Then, these selected paths are sorted in descending order of their nominal
path delay (Line 6), and are treated one after another in this order. For each path, we iteratively
relocate the gates on it to minimize the proposed statistic delay measure μ + 3σ for the path by
applying Algorithm 3 (Line 8). Note that if a gate has already been moved previously, it is skipped.

ALGORITHM 4: Procedure of the path-based variation-aware global placement.

Input: intermediate global placement result produced by the timing-driven global placement.

Output: final global placement result.

1 do an initial placement;

2 do a preliminary timing-driven global placement;

3 repeat

4 do static timing analysis (STA) and obtain timing information of the circuit;

5 choose a set R of near critical paths with nominal path delay larger than 0.9 times the nominal

circuit delay;

6 sort these near critical paths in descending order of their nominal delays;

7 for each near critical path in the descending order do

8 optimize the statistical delay measure for this path by relocating its gates (see Algorithm 3);

9 end

10 until terminating condition is satisfied;

11 return final global placement result;

8 EXPERIMENTAL RESULTS

In this section, we present the experimental results. We first validate the effectiveness of the pro-
posed statistical delay measure. Then, we study the performance of our proposed variation-aware
global placement methods.

8.1 Effectiveness of the Statistical Delay Measure

In this work, we propose a statistical delay measure of a segment, which is used to guide the
placement of the gates. This measure is intended to have a correlation with the timing yield. More
accurately, it should have a correlation with a p% timing yield margin: the smaller the delay mea-
sure is, the smaller the p% timing yield margin. Here, a p% timing yield margin is a value such that
p% of the circuits have their delays smaller than this value.

In this section, we validate that the proposed statistical delay measure has a good correlation
with ap% timing yield margin.Note that we do not require this measure to be a close approximation
to a p% timing yield margin. We only require that it has a strong correlation to the p% timing
yield margin. If this is true, then by reducing the delay measure through our proposed placement
technique, we can reduce the p% timing yield margin.

To do the validation, we compared the statistical delay measure of the entire circuit, μckt + 3σckt ,
with the p% timing yield margin for two benchmarks “M1-ALU” and “PID controller” [24]. 14nm
CNFET standard cell library was used. For each benchmark, we applied the segment-based global
placement method and gathered the intermediate global placement results at the end of each op-
timization iteration. For these two benchmarks, the optimization stops after four and three it-
erations, respectively, and hence, we have four and three intermediate global placement results,
respectively. Together with the input global placement result, we have five and four global place-
ment results for these two benchmarks, respectively. An SSTA was applied to each of these results
to evaluate the statistical delay measure μckt + 3σckt of the entire circuit. For each of these global
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Fig. 7. Statistical circuit delay measure μckt + 3σckt obtained by SSTA and the 95% and 99% timing yield
margins obtained by Monte Carlo simulation (MC) versus the intermediate global placement results during
the segment-based global placement for: (a) M1-ALU; (b) PID controller.

placement results, we also applied legalization and then did 2,000 Monte Carlo simulation runs
with randomly generated CNT count in each row. By this, we obtained the circuit delay distribu-
tion and the 95% and 99% timing yield margins. We plot the statistical delay measure μckt + 3σckt

and the 95% and 99% timing yield margins obtained by Monte Carlo simulation for each of these
global placement results. The results are shown in Figure 7.

From the results, we can see that for the benchmark “PID controller,” the curve of the statistical
circuit delay measure μckt + 3σckt overlaps with the curve of the 95% timing yield margin. How-
ever, in general cases, the statistical delay measure is not close to either the 95% or the 99% timing
yield margin. Nevertheless, in general cases, as the statistical circuit delay measure decreases, the
95% and 99% timing yield margins also decrease with the same tendency. The only exception oc-
curs during the convergence period: the timing yield margins may increase a little bit, although
the statistical delay measure decreases. However, this is not a significant degradation and can be
accepted. Therefore, from this experiment, we justified that although the statistical delay measure
is not close to the circuit timing yield margin, it is a good estimator roughly proportional to the
timing yield margin. Therefore, we use it to guide the optimization of the circuit timing yield.

8.2 Performance of the Proposed Variation-Aware Global Placement Methods

In this section, we study the performance of our proposed segmented-based and path-based global
placement methods.

8.2.1 Experimental Setup. We did experiments with both the 14nm and 10nm CNFET standard
cell libraries. The major parameters for both standard cell libraries are listed in Table 2. Seven cir-
cuits from OpenCores [24] and a 32-bit multiplier were chosen as our benchmarks, which are listed
in Table 3. The sizes of the benchmarks range from 1,096 gates to 16,272 gates. For each bench-
mark, four experiments were done. Their flows are shown in Figure 8. In the first experiment,
the timing-driven force-directed global placement proposed in Reference [28] was applied. This is
the baseline method. In the second experiment, the path-healing method adapted from Reference
[1] was applied. Note that the original path-healing method is applied to CNFET circuits, where
the CNT growth direction is perpendicular to the standard cell rows, while in our study, we as-
sume that the CNT growth direction is parallel to the rows. Furthermore, the original path-healing
method does not take into consideration the interconnect delay. To make a fair comparison, we
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Table 3. Benchmarks Used in Our Experiment

BENCH circuit name #gate #net
ckt1 M1-ALU 1096 1166
ckt2 32-bit multiplier 2775 2839
ckt3 PID controller 3023 3102
ckt4 cavlc-decoder 3212 3393
ckt5 Gaussian noise generator 5869 5906
ckt6 AES-128 6992 7054
ckt7 M1-CPU 10443 10929
ckt8 M1-CORE 16272 16460

Fig. 8. The flows of four experiments. From left to right are the flows for the baseline method, the path-
healing method, the proposed path-based method, and the proposed segment-based method, respectively.
MC stands for the Monte Carlo simulation.

modified the path-healing method so that it can handle the same CNFET circuit style as ours and
take into account the interconnect delay. In the third and fourth experiments, our proposed path-
based and segment-based variation-aware global placement methods were applied, respectively.
All the four methods are implemented using Matlab 2014a.

For each experiment, the benchmark written in Verilog was first synthesized by Synopsys Design

Compiler to obtain the input circuit netlist. Then, the corresponding global placement algorithm
was applied. After the global placement, the legalization approach proposed in Reference [25]
was applied to align cells into rows and remove all the overlap among the gates. Then, a Monte
Carlo simulation was performed to evaluate the timing statistics of the placement result. For each
experiment, 2,000 Monte Carlo simulation runs were carried out.

In each Monte Carlo simulation run, the CNT count for each row of the circuit was generated
randomly. The deterministic timing parameters for each standard cell characterized by the method
discussed in Section 3.1 were used to obtain the gate delays. HPWL was used as an estimate for the
wire-length of each interconnect net. The interconnect delay was evaluated based on Elmore delay
model. One pass of the static timing analysis (STA) was applied to the timing graph to evaluate
the delay of the circuit. During the STA, the input slew rate for each logic gate is set as the same
nominal value; the similar approach is also adopted in Reference [12]. After all the Monte Carlo
simulation runs were finished, the different values of circuit delay for all the runs were collected to
form a distribution. Then, we obtained the mean, standard deviation, the 95% timing yield margin,
and the 99% timing yield margin for this placement.
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Table 4. For 14nm Technology Node, Comparison Among the Timing-Driven Force-Directed Global
Placement (BASE), the Path-Healing Method (PH), and Our Proposed Path-Based (PATH) and

Segment-Based (SEG) Variation-Aware Global Placement Approaches

For the 95% and 99% timing yield (TY) margins, the relative difference of the PH/PATH/SEG method over the BASE method

is indicated in the parentheses.

8.2.2 The Results for 14nm Technology Node. In this section, we present the results for the 14nm
CNFET standard cell library. Table 4 shows the delay statistics for all the benchmarks. From the
experimental results, we can see that for the mean and the standard deviation of the circuit delay,
our proposed segment-based global placement approach gave smaller values than the baseline
and the path-healing method for most of the eight benchmarks. The same conclusion holds for
our proposed path-based global placement.

Compared to the baseline method, our proposed path-based approach on average improves the
95% and 99% timing yield margins by 28.2% and 22.6% respectively, while our proposed segment-
based approach improves the two timing yield margins by 31.1% and 27.8%, respectively. This
shows that our proposed variation-aware global placement methods are effective in improving the
timing yield of the CNFET circuit. Based on the average improvement percentages, the segment-
based approach is better than the path-based approach. For the previous path-healing method, it
only improves the 95% and 99% timing yield margins by 1.1% and 2.1% on average, respectively,
over the baseline method. Thus, our proposed methods are also much better than the path-healing
method. This is due to the following reasons. First, the path-healing method is performed after
legalization as a detailed placement method. Therefore, the new locations of the cells are only lim-
ited to some legal places. In contrast, our methods are performed before legalization in the global
placement phase, which has no restriction on the locations where we can move a cell. Therefore,
our methods have a larger search space than the path-healing method. Second, the path-healing
method is based on a heuristic golden rule that relocates the standard cells of the same path to dif-
ferent rows. Such a golden rule is just a qualitative guideline. It is less powerful than our proposed
statistical delay measure, which is a quantitative measure to guide the optimization. Furthermore,
due to its nature of relying on the golden rule, the path-healing method can only run for one iter-
ation, as mentioned in Reference [1]. In contrast, with the quantitative measure, our methods can
perform optimization for multiple iterations to continuously improve the timing yield margin.

The last three columns of Table 4 show the CPU time for the three timing-yield optimization
methods. Among them, the path-healing method is the fastest, while the proposed path-based and
segment-based methods are slower. For some benchmarks, the segment-based method is faster
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Table 5. For 10nm Technology Node, Comparison Among the Timing-Driven Force-Directed Global
Placement (BASE), the Path-Healing Method (PH), and Our Proposed Path-Based (PATH) and

Segment-Based (SEG) Variation-Aware Global Placement Approaches

For the 95% and 99% timing yield (TY) margins, the relative difference of the PH/PATH/SEG method over the BASE method

is indicated in the parentheses.

than the path-based method, while for the others, the former is slower. We will study how to
further reduce the runtime of our proposed methods in our future work.

8.2.3 The Results for 10nm Technology Node and Their Comparison with 14nm Technology Node.

In this section, we present the results for 10nm CNFET standard cell library and compare the results
with those for 14nm CNFET standard cell library.

The delay statistics for the 10nm CNFET standard cell library are shown in Table 5. The numbers
shown inside a box in the table are larger than the corresponding numbers in Table 4. For the
baseline method, the mean and standard deviation of the circuit delay for 10nm node are smaller
than those for 14nm node for all the benchmarks. This is because as the technology node advances,
the circuit performance improves. The same conclusion holds for the path-healing method and the
proposed path-based method. For the proposed segment-based method, the same conclusion holds
for all the benchmarks except ckt3.

The comparison of the 95% and 99% timing yield margins between the 10nm and the 14nm
technology nodes is shown in Figure 9. In general, for a given method and a given benchmark,
both the 95% and 99% timing yield margins are improved as the technology node advances from
14nm to 10nm. For the path-healing method, the average improvement over the baseline on the
95% and 99% timing yield margins is 1.6% and 2.5%, respectively, for the 10nm node. Therefore,
same as the 14nm technology node, the path-healing method has very limited improvement on
the timing yield margins for the 10nm technology node. For the proposed path-based method,
the average improvement over the baseline on the 95% and 99% timing yield margins is 29.2% and
22.5%, respectively, for the 10nm node. The improvement values are both slightly larger than those
for the 14nm node. For the proposed segment-based method, the average improvement over the
baseline on the 95% and 99% timing yield margins is 30.9% and 26.6%, respectively, for the 10nm
node. The improvement values are both slightly smaller than those for the 14nm node. Overall,
as the technology advances from 14nm to 10nm, our proposed path-based and segment-based
methods can effectively improve the timing yield of CNFET circuits over the baseline method.
Same as the 14nm technology node, the segment-based approach is better than the path-based
approach for the 10nm technology node.
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Fig. 9. Histograms of the timing yield margins obtained by Monte Carlo simulation for different global
placement methods and technology nodes: (a) 95% timing yield margins; (b) 99% timing yield margins. In the
legend, “(14)” and “(10)” denote the 14nm and 10nm technology nodes, respectively.

The last three columns of Table 5 show the CPU time for the three timing-yield optimization
methods. The conclusion on CPU time for the 10nm node is same as that for 14nm node.

9 CONCLUSIONS

In this article, we proposed two new variation-aware global placement algorithms for CNFET
circuits to improve the circuit timing yield. For the first proposed method, during the global place-
ment, a segment-based optimization technique is applied to place a set of statistically critical seg-
ments. It optimizes a statistical delay measure composed of both the mean and the standard devia-
tion of the segment delay. For the second proposed method, the proposed statistical delay measure
is optimized for a set of near critical paths. The asymmetric spatial correlation of CNFETs is taken
into consideration for both approaches during the optimization process. Experiments showed that
our proposed global placement algorithms are effective in improving the timing yields of the CN-
FET circuits. The segment-based approach is slightly better than the path-based approach.
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