
Ve401 Probabilistic Methods in Engineering
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Date Due: 12:10 PM, Wednesday, the 31st of May 2017

This assignment has a total of (26Marks).

Exercise 2.1 Discrete Uniform Distribution

A discrete random variable is said to be uniformly distributed if it assumes a finite number of values with
each value occurring with the same probability. If we consider the generation of a single random digit taken
from {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, then Y , the number generated, is uniformly distributed with each possible digit
occurring with probabilty 1/10. In general, the density for a uniformly distributed random variable is given by

f(x) =
1

n
, x = x1, . . . , xn, n ∈ N.

i) Find the moment-generating function for a discrete uniform random variable.
(2Marks)

ii) Use the moment-generating function to find E[X] and Var[X].
(2Marks)

iii) Find the mean and variance for the random variable Y , the number obtained when a random digit
generator is activated once.
(2Marks)

Exercise 2.2 Uniqueness of Moment Generating Functions - Simple Case

Suppose that two discrete random variables (X, fX) and (Y, fY ) both take on values {0, . . . , n}, n ∈ N. Suppose
that the moment-generating functions are equal in some neighborhood of zero, i.e., there exists some ε > 0 such
that

mX(t) = mY (t) for all x ∈ (−ε, ε).

Show that fX(x) = fY (x) for x = 0, . . . , n.
(4Marks)

Exercise 2.3

i) Find the moment-generating function for a binomial random variable X with parameters n and p.
(2Marks)

ii) Use the moment-generating function to find E[X] and VarX.
(2Marks)

Exercise 2.4 Drawing until First Success in the Hypergeometric Setting

i) Let (X, fX) be a discrete random variable taking on only positive values, i.e., ranX ⊂ N. Show that

E[X] =

∞∑
x=0

P [X > x].

(2Marks)

ii) A box contains N balls, of which r are red and N − r are black. Balls are drawn from the box until a red
ball is drawn. Show that the expected number of draws is

N + 1

r + 1
.

Hint:
∑r

x=0

(
N−r+x
N−r

)
=

(
N+1

N−r+1

)
(4Marks)



Exercise 2.5 Sums of Independent Discrete Random Variables

Two discrete random variables X and Y are said to be independent if

P [X = x and Y = y] = P [X = x] · P [Y = y] for any x ∈ ranX and y ∈ ranY .

i) Let Z = X + Y , where X and Y are assumed to be independent. Show that

P [Z = z] =
∑

x+y=z

P [X = x] · P [Y = y]

using the formula for total probability.
(3Marks)

ii) Show that the sum of two independent geometric random variables follows a Pascal distribution with
r = 2.
(3Marks)


