Ve401 Probabilistic Methods in Engineering

Summer 2017 — Assigment 4 WICHIGAN
Date Due: 12:10 PM, Wednesday, the 215t of June 2017 JOINT INST TUTE
RAREREE

This assignment has a total of (34 Marks).

Exercise 4.1

The joint density fxy: 2 — R for the discrete bivariate random variable (X,Y): S — 2 = {(z,y): 1 < <
y < n}, where n € N, n > 1, is given by

2
fxy(z,y) = m

i) Verify that fxy is in fact a density.
(1 Mark)

ii) Find the marginal densities for X and Y.
(1 Mark)

iii) Are X and Y independent?
(1 Mark)

iv) Assume that n = 5. Use the joint density to find P[X < 3 and ¥ < 2]. Find P[X < 3] and P[Y < 2].
(2 Marks)

Exercise 4.2 The Sum of Two Continuous Random Variables

Let X and Y be continuous random variables with parameters with joint density fxy. Let U = X + Y and
prove that the density of U is given by

fu(u) :/ fxy(u—v,v)dv.
Hint: Consider the transformation (z,y) — (x + vy, y).

(2 Marks)

Exercise 4.3 The Sum of Two Exponential Distributions

Let X and Y be independent exponentially distributed random variables with parameters 5; = 3 and fs = 1,
respectively. Let U = X + Y and show that

e u/3 _eu U
fu(u) = {( 3 /2 u>0

0 u <0

(2 Marks)

Exercise 4.4 The Sum of Two Normal Distributions

Let X; and X» be normal distributions with means p; and py and variances a% and O’%, respectively. Let
A1, A2 € R. Show that the linear combination

Y =MX1+ XX,

follows a normal distribution and find the mean and variance of Y.
(4 Marks)

Exercise 4.5

Let X = (X1,X2) be a random vector. Then we define the expectation vector and the variance-covariance
matrix as follows:

_ (E[Xy] o Var X Cov(X1, Xs)
EX] = <E[X;]>’ vard = (COV<X2’1X1> VarX, )

Let A be a constant 2 x 2 matrix and ¥ = (Y1,Ys) = AX.



i) Show that E[AX] = AE[X].
(1 Mark)

ii) Show that Var(AX) = A(Var X)AT.
(2 Marks)

iii) Suppose that X; and X, follow independent normal distributions with means y; and po and variances o3

and o3, respectively. Show that the joint density is given by

1
271’\/ det EX
where px = (1, 2) and Yx = diag(o?,03) is the 2 x 2 matrix with the variances on the diagonal and

all other entries vanishing.
(1 Mark)

o~ 3 lo—px, 25 (z—px))

Ix(x) = fx(x1,22) =

iv) Suppose that X; and X5 follow independent normal distributions with means p1, u2 € R and variances
02,02 > 0, respectively. Let Y = AX where A is an invertible n x n matrix. Show that

1

fy(y) = m

where py = E[Y], Xy = VarY and (-, -) denotes the euclidean scalar product in R?.
(2 Marks)

e*%(?%ﬁuy,zgl(y*m’)) (%)

v) Show that (%) can be written as

2 2
a1 vi—pyy \ y1—py, Y2 — 1y Y2 -y,
fr(yi,92) = L e 20-eH [( oY 1) 29( 7V 1)( Vs 2>+< ) 2) ] (%)

20y, Oy,\/ 1 — 02

where py, is the mean and O’%/i the variance of Y;, i = 1,2, and p is the correllation coeffcient of Y7 and
Y.
(2 Marks)

Remark: The above statements (except v), of course) generalize to n-dimensional random vectors (X1, ..., X,).

Exercise 4.6
Let ((X1,X2), fx,x,) be a continuous bivariate random variable! following the bivariate normal distribution

given by
L () (s () (2]
Pax(onm) = A= ) (3 :

with parameters 01,02 > 0, 1, 42 € R and |o| < 1.

i) Verify that the marginal density for X; is that of a normal distribution with mean u; and variance o3.

(3 Marks)

ii) Show that g is the coefficient of correlation between X; and Xs.
(3 Marks)

iii) Show that X; and X5 are independent if and only if ¢ = 0. Is this propery true for a bivariate random
variable with an arbitrary distribution? Why or why not?
(2 Marks)

iv) Prove that
o2
PXozy = M2+ 0— (2 — p1).
01

where X7 | 2 is the conditional random variable X in the case X5 = xs.
(3 Marks)

v) The life X; of a tube and the filament diameter X5 are distributed as a bivariate normal random variable
with the parameters p; = 2000 hours, us = 0.1inch, o7 = 2500 hours?, o2 =0.01 inch? and o = 0.87.

The quality-control manager wishes to determine the life of each tube by measuring the filament diameter.
If a filament diameter is 0.098 inch, what is the probability that the tube will last 1950 hours or longer?
(2 Marks)

1This exercise was part of the first midterm exam in the fall term of 2008. You should not be afraid of evaluating integrals!



